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Abstract  Öz 

The classical game theory has been extended for soft set structures, and 

thus, soft game theory, fuzzy soft game theory, intuitionistic fuzzy soft 

game theory, neutrosophic soft game theory have been introduced. The 

payoff function in the soft game approaches is the set-valued function 

and allows the use of set operations to obtain solution, which makes it 

very convenient and easily applicable in practice. Also, in these game 

approaches, the strategies can be determined as attributes/parameters. 

That is, all these soft game theories are designed to manipulate 

parametric information using a single-attribute function. However, 

another powerful tool is needed to process parametric information 

obtained using multi-attribute function. To model such problems 

mathematically, the concept of hypersoft set has proposed. In this paper, 

a game theory model based on hypersoft set called hypersoft game 

theory is constructed. In this game theory, payoff function is the set-

valued function and the strategies are chosen as multi-attributes. A two-

person hypersoft game is developed and different solution methods 

(such as hypersoft saddle point method, hypersoft elimination method, 

hypersoft Nash equilibrium method) are produced for such games. Also, 

the proposed methods are successfully applied to game theory-based 

decision making problems that may be encountered in real life. Finally, 

the two-person hypersoft game is extended to the n-person hypersoft 

game. Nash equilibrium of an n-person hypersoft game is described and 

an application for this solution method is presented. 

 Klasik oyun teorisi esnek küme yapıları için genişletilmiştir ve böylece 

esnek oyun teorisi, bulanık esnek oyun teorisi, sezgisel bulanık esnek 

oyun teorisi, nötrosofik esnek oyun teorisi tanıtılmıştır. Esnek oyun 

yaklaşımlarında getiri fonksiyonu, küme-değerli fonksiyondur ve çözüm 

elde etmek için küme işlemlerinin kullanılmasına izin verir, bu da onu 

pratikte çok uygun ve kolay uygulanabilir kılar. Ayrıca bu oyun 

yaklaşımlarında stratejiler nitelikler/parametreler olarak 

belirlenebilir. Yani, tüm bu esnek oyun teorileri, tek-nitelikli 

fonksiyonları kullanarak parametrik bilgileri işlemek için 

tasarlanmıştır. Ancak, çok-nitelikli fonksiyon kullanılarak elde edilen 

parametrik bilgileri işlemek için başka bir güçlü araca ihtiyaç vardır. 

Bu tür problemleri matematiksel olarak modellemek için hiperesnek 

küme kavramı önerilmiştir. Bu makalede, hiperesnek oyun teorisi adı 

verilen hiperesnek kümeye dayalı bir oyun teorisi modeli 

oluşturulmuştur. Bu oyun teorisinde, getiri fonksiyonu küme-değerli 

fonksiyondur ve stratejiler çok-nitelikli olarak seçilir. İki kişilik bir 

hyperesnek oyun geliştirilmiş ve bu tür oyunlar için farklı çözüm 

yöntemleri (hiperesnek eyer noktası yöntemi, hiperesnek eliminasyon 

yöntemi, hiperesnek Nash dengesi yöntemi gibi) üretilmiştir. Ayrıca 

önerilen yöntemler, gerçek hayatta karşılaşılabilecek oyun teorisi 

tabanlı karar verme problemlerine başarılı bir şekilde uygulanmıştır. 

Son olarak, iki kişilik hiperesnek oyun n-kişilik hiperesnek oyuna 

genişletilmiştir. Bir n-kişilik hiperesnek oyunun Nash dengesi 

tanımlanmış ve bu çözüm yöntemi için bir uygulama sunulmuştur. 

Keywords: Hypersoft sets, Hyperpayoffs, two-person hypersoft 
games, n-person hypersoft games. 

 Anahtar kelimeler: Hiperesnek kümeler, Hiperesnek getiriler, İki 
kişilik hiperesnek oyunlar, n-kişilik hiperesnek oyunlar. 

1 Introduction 

In the real world, more often the information that we collect 
from various sources is not precise. This happens due to a lack 
of knowledge, missing information, communication gap, vague 
concept, or some other related issues. With the progress of 
science and technology, the level of uncertainty of particular 
information increased and so an extensive study is needed to 
assess such kind of information with an effective mathematical 
tool. Various mathematical tools are introduced to encounter 
numerous types of uncertainty up to a certain level. A few of 
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them are fuzzy set [1], intuitionistic fuzzy set [2], and 
neutrosophic set [3]. Furthermore, realizing the importance of 
mixing two or more tools, researchers introduced many hybrid 
models to handle uncertainty. Also, in recent years, fuzzy-based 
modifications of hierarchical process models used in decision 
making have been studied [4]-[7]. 

The fuzzy sets are based on membership functions with some 
restricted criteria, but these sets do not provide parametric 
evaluations. To cope with these difficulties, Molodtsov [8] 
offered the soft sets theory in his research paper. The main 
advantage of introducing the soft set theory is that it is 
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independent of choosing membership function and so it is 
flexible to handle any uncertain information parametrically. It 
provides an approximate description of a parameterized class 
of sets. Motivated by Molodtsov’s soft set concept, Maji et al. [9] 
introduced new operations on soft sets. Çağman et al. [10] 
redefined the soft sets that are useful to improve the earlier 
results. Aygün et al. [11] and Riaz et al. [12] studied forms of 
soft set operations. In recent years, developments on the matrix 
representations of soft sets have attracted the attention of 
researchers because they provide convenience/practicality in 
calculations in some cases. [13]-[16]. 

Furthermore, the different extended types or hybridization of a 
soft set theory captures more attention from the researchers as 
it can accommodate more uncertain information than the 
ordinary soft set. Some of them are intuitionistic fuzzy soft sets 
[17], neutrosophic soft sets [18], interval-valued neutrosophic 
soft sets [19], Pythagorean fuzzy soft sets [20], three-valued 
soft sets [21], N-soft sets [22],[23], Pythagorean fuzzy N-soft 
sets [24], neutrosophic N-soft sets [25], VFP-soft sets [26], and 
etc.. Hypersoft set was introduced by Smarandache [27] as 
another extension of soft set. Hypersoft set is formed by 
changing single-attribute function in the sft set with a multi-
attribute function and thus it looks more logical and handy to 
address complexity involved in some decision making 
problems. Also, the use of the multi-attribute function gives 
more options for the decision makers to assign as many 
attributes as they want to study more characteristics of an 
object. In recent years, considering the advantages of hypersoft 
sets, many studies have been carried out on these sets and 
seminal articles have been published [28]-[31]. 

Game theory is a versatile mathematical tool that is designed 
for not only scientific study of the actions or moves of players 
or teams when they interact, but to assess or analyze their 
strategies under certain restrictions, payoff the players, their 
proclivity, their knowledge, and some other associated factors. 
It is perceived a lot of attention to the researchers as it takes 
care of different conflicts of interest, which arise due to the hazy 
or noisy nature of strategies of the decision-makers. Here a 
player/decision-maker signifies an individual or a group; it 
depends on the physical nature of the game. Game theory has 
been applied successfully in social sciences, economics, applied 
sciences, operation research, political sciences, decision-
making, etc. There may be cooperative/non-cooperative games 
and the strategies of the players may be pure /mixed. There 
exist zero-sum/non-zero-sum games. The main objective of 
introducing the theory of games is to control the unknown 
strategies that influence the outcome. Neumann and 
Morgenstern [32] are the pioneer of the origination of the 
theory of games and economic behavior and Nash [33] 
furthered it in the year 1954. A few years later, game theory 
earned its popularity among researchers and they developed it 
to a great extent. By embedding fuzzy sets in classical game 
theory, different types of fuzzy games are introduced [34]-[36]. 
In [37], the authors focused on the probabilistic linguistic 
matrix games based on the fuzzy theories. Some resarchers 
studied several methodologies on fuzzy cooperative games and 
fuzzy non-cooperative games [38], [39]. Li and Tu [40] 
developed a new method to solving general intuitionistic fuzzy 
matrix games, which takes into account the degree of 
acceptance that general intuitionistic fuzzy constraints can be 
violated. In [41]-[43], different approaches were proposed for 
solving matrix games with neutrosophic payoffs and their 
applications in environmental behavior were presented. 

Fuzzy/ intuistionistic/ neutrosophic matrix game models are 
based on fuzzy sets/ intuitionistic fuzzy sets/ neutrosophic sets 
resp. and these sets are characterized by the membership (M)/ 
non-mebership (NM)/indeterminacy (I) functions. We know 
that such game models are useful to address uncertainty but 
there exists difficulty to assign M/NM/I functions for each 
particular case. In the fuzzy/ intuistionistic/ neutrosophic 
games, the payoff functions are real valued and therefore the 
solutions of such games are obtained by using arithmetic 
operations. There exists a difficulty to set the M/NM/I functions 
in each particular case and also the fuzzy/intuitionistic 
fuzzy/neutrosophic set operations based on the arithmetic 
operations with M/NM/I functions seem unnatural due to the 
nature of the M/NM/I functions is generally individual. To 
remove such difficulty, Deli et al. introduced a new game called 
the soft game [44]. A soft game is associated with a soft set 
which makes this game flexible and convenient. In the soft 
games, both the strategy sets and soft payoffs are crisp. For 
further development of the soft games, the fuzzy soft games 
[45], intuitionistic fuzzy soft games [46], neutrosophic fuzzy 
soft games [47], linguistic single-valued neutrosophic soft game 
[48], simplified neutrosophic multiplicative soft game [49], and 
neutrosophic cubic soft expert sets based game [50] were 
introduced. All of these soft game theory models are based on 
the single-attribute (S-A) function (see Table 1). They are 
insufficient to model multi-attributed (M-A) game theory in the 
soft set environment. So far, we have not witnessed that the 
game theory has been promoted using a hypersoft set. That’s 
why, the motivation of this paper is to develop soft game theory 
and apply it for decision making in a systematic manner. 

Table 1. Games based on fuzzy sets and soft sets. 

Games Membership Functions Parameter (Strategy) 

Functions  

 M NM I S-A M-A 

Fuzzy games 
 

× × × × 

Intuitionistic fuzzy 

games   
× × × 

Neutrosophic 

games    
× × 

Soft games × × × 
 

× 

Fuzzy soft games 
 

× × 
 

× 

Intuitionistic fuzzy 

soft games   
× 

 
× 

Neutrosophic soft 

games     
× 

means Yes and × means No. 

In this paper, we initiate a model of multi-attributed game 
theory in the soft set environment, which is called hypersoft 
game theory. This game theory can consider as an extension of 
soft game to tackle uncertainty with more accuracy. The use of 
the hypersoft set in game theory surely provides numerous 
choices to the decision makers to attain optimal solutions by 
using hypersoft payoffs. Thus, payoff functions of the hypersoft 
games are multi-argument functions and the solution of the 
game is obtained by using the set-theoretic operations of 
hypersoft sets making this game more versatile and promising 
than the existing games. The proposed game theory models 
make it possible to deal with different complex types of 
strategic games (see Figure 1). 
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Figure 1. Relation between soft game theory models and 
hypersoft game theory. 

The other parts of this article are organized as follows. In 
Section 2, the cocepts of soft set, soft payoff, hypersoft set and 
inverse hypersoft set are recalled. In Section 3, two-person 
hypersoft game is described and the related properties are 
discussed. Section 4 introduces n-person hypersoft games. 
Section 5 is devoted to the conclusion of the paper. 

2 Preliminaries 

In this section, we discuss some fundamental concepts that are 
relevant for the subsequent sections. 

2.1 Soft set 

Definition 2.1. ([8]) Let ℜ be a set of universe and 𝑃𝑜𝑤(ℜ) be 
a power set of ℜ. Also, 𝔛 be a set of attributes (or criteria, 

parameters) and 𝔄𝔛. Then, a pair (𝔣̇, 𝔄) is said to be a soft set 

over ℜ, where 𝔣̇ is a mapping given by 𝔣̇: 𝔄 → Pow (ℜ). 

Example 2.2. Let ℜ = {ℴ1 , ℴ2, ℴ3, ℴ4, ℴ5}be the set of televisions 
under consideration, 𝔛 = {𝜘1 = 𝑏𝑟𝑎𝑛𝑑, 𝜘2 = 𝑐𝑜𝑙𝑜𝑟, 𝜘3 =
𝑠𝑖𝑧𝑒, 𝜘4 = 𝑠𝑡𝑦𝑙𝑒 } be the set of attributes and 𝔄 = 𝔛. Suppose 
that the following is obtained by evaluating televisions 
according to the specified attributes. 

𝔣̇(𝜘1) = {ℴ1, ℴ2, ℴ4}, 𝔣̇(𝜘2) = {ℴ2, ℴ5}, 𝔣̇(𝜘3) = {ℴ1, ℴ4}, and 

𝔣̇(𝜘4) = {ℴ1, ℴ3, ℴ5}. 

Then, the soft set (𝔣̇, 𝔄) is given as 

(𝔣̇, 𝔄) = {
(𝜘1, {ℴ1, ℴ2, ℴ4}), (𝜘2, {ℴ2, ℴ5}),
(𝜘3, {ℴ1, ℴ4}), (𝜘4, {ℴ1, ℴ3, ℴ5})

}.   

The tabular structure of this soft set (𝔣̇, 𝔄) is shown in Table 2. 

Table 2. Tabular structure of the soft set (𝔣̇, 𝔄). 

(𝖋̇,𝕬) 𝝒𝟏(brand) 𝝒𝟐 (color) 𝝒𝟑(size) 𝝒𝟒 (style) 

𝓸𝟏 1 0 1 1 

𝓸𝟐 1 1 0 0 

𝓸𝟑 0 0 0 1 

𝓸𝟒 1 0 1 0 

𝓸𝟓 0 1 0 1 

2.2 Soft payoff  

Definition 2.3. ([44]) Let 𝔐 and 𝔑 are the sets of strategies. A 

choice of behavior is termed to be an action. The elements of 

𝔐×𝔑 are said to be action pairs. That is, 𝔐×𝔑 is the set of 

available actions. 

Definition 2.4. ([44]) Suppose ℜ is a set of alternatives and its 
power set 𝑃𝑜𝑤(ℜ). Also, let 𝔐 and 𝔑 be the strategy sets of 
Player 1 and Player 2, resp. Then a function 𝜆:𝔐 ×𝔑 →

𝑃𝑜𝑤(ℜ) is known as a soft payoff function and ∀(𝔪, 𝔫) ∈ 𝔐 ×
𝔑,  𝜆(𝔪, 𝔫) is called a soft payoff.  

2.3 Hypersoft set 

Definition 2.5. ([27]) Let ℜ be a set of the universe and its 
power set 𝑃𝑜𝑤(ℜ). Also, we assume 𝔞1, 𝔞2 ,…, 𝔞𝑛(𝑛 ≥ 1) is 𝑛 
attributes which the related attribute values are denoted by the 
sets 𝔄1,𝔄2,…,𝔄𝑛 with 𝔄𝑠 ∩ 𝔄𝑡 = ∅ for 𝑠, 𝑡 ∈ {1,2,… , 𝑛} and 𝑠 ≠
𝑡. Then, the pair (Γ, 𝔓) =

{((𝜘1, 𝜘2, … , 𝜘𝑛), 𝛾(𝜘1, 𝜘2, … , 𝜘𝑛)): (𝜘1 , 𝜘2, … , 𝜘𝑛) ∈

𝔓 and 𝛾(𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝑃𝑜𝑤(ℜ)} is called the hypersoft set 

over ℜ, where 𝔓 = 𝔄1 × 𝔄2 × …× 𝔄𝑛 and 𝛾: 𝔓 → 𝑃𝑜𝑤(ℜ). 

Example 2.6. Let ℜ = {𝔯̂1, 𝔯̂2, 𝔯̂3, 𝔯̂4, 𝔯̂5} be a set of motorcycles 
under consideration. Also, we consider the attributes as 
𝔞1=color, 𝔞2=comfort-performance, 𝔞3=weight, 𝔞4=type. Their 
corresponding attribute value sets are𝔛1 = {𝑤ℎ𝑖𝑡𝑒, 𝑏𝑙𝑎𝑐𝑘,
𝑟𝑒𝑑}, 𝔛2 = {𝑐𝑜𝑚𝑓𝑜𝑟𝑡, 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒}, 𝔛3 = 
{ℎ𝑒𝑎𝑣𝑦, 𝑙𝑖𝑔ℎ𝑡,𝑚𝑒𝑑𝑖𝑢𝑚} and 𝔛4 = {𝑐𝑟𝑢𝑠𝑖𝑒𝑟, 𝑠𝑝𝑜𝑟𝑡, 𝑡𝑜𝑢𝑟𝑖𝑛𝑔}. 
Assume that 𝔄𝑖 ⊆ 𝔛𝑖(𝑖 = 1,2,3,4) such that 𝔄1 = {𝑏𝑙𝑎𝑐𝑘, 𝑟𝑒𝑑}, 
𝔄2 = {𝑐𝑜𝑚𝑓𝑜𝑟𝑡, 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒}, 𝔄3 = {ℎ𝑒𝑎𝑣𝑦} and 𝔄4 =
{𝑠𝑝𝑜𝑟𝑡, 𝑡𝑜𝑢𝑟𝑖𝑛𝑔}. Then, by using multi-attribute function, the 
hypersoft set (Γ, 𝔓) = (𝛾, 𝔄1 × 𝔄2 × 𝔄3 × 𝔄4) can be presented 
as 

(Γ, 𝔓) =

{
 
 
 
 
 

 
 
 
 
 

((𝑏𝑙𝑎𝑐𝑘, 𝑐𝑜𝑚𝑓𝑜𝑟𝑡, ℎ𝑒𝑎𝑣𝑦, 𝑠𝑝𝑜𝑟𝑡), {ℴ1, ℴ2, ℴ3}),

((𝑏𝑙𝑎𝑐𝑘, 𝑐𝑜𝑚𝑓𝑜𝑟𝑡, ℎ𝑒𝑎𝑣𝑦, 𝑡𝑜𝑢𝑟𝑖𝑛𝑔), {ℴ1, ℴ3, ℴ4}),

((𝑏𝑙𝑎𝑐𝑘, 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒, ℎ𝑒𝑎𝑣𝑦, 𝑠𝑝𝑜𝑟𝑡), {ℴ3, ℴ5}),   

((𝑏𝑙𝑎𝑐𝑘, 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒, ℎ𝑒𝑎𝑣𝑦, 𝑡𝑜𝑢𝑟𝑖𝑛𝑔), {ℴ1, ℴ2}),

((𝑟𝑒𝑑, 𝑐𝑜𝑚𝑓𝑜𝑟𝑡, ℎ𝑒𝑎𝑣𝑦, 𝑠𝑝𝑜𝑟𝑡), ∅),

((𝑟𝑒𝑑, 𝑐𝑜𝑚𝑓𝑜𝑟𝑡, ℎ𝑒𝑎𝑣𝑦, 𝑡𝑜𝑢𝑟𝑖𝑛𝑔), {ℴ2, ℴ3, ℴ5}),

((𝑟𝑒𝑑, 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒, ℎ𝑒𝑎𝑣𝑦, 𝑠𝑝𝑜𝑟𝑡), ∅),

((𝑟𝑒𝑑, 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒, ℎ𝑒𝑎𝑣𝑦, 𝑡𝑜𝑢𝑟𝑖𝑛𝑔), {ℴ2, ℴ3})  }
 
 
 
 
 

 
 
 
 
 

 

Definition 2.7. Suppose that (𝛾1, 𝔄1 × 𝔄2 ×…× 𝔄𝑛) = (Γ1, 𝔓1) 

and (𝛾2, 𝔅1 × 𝔅2 ×…×𝔅𝑛) = (Γ2, 𝔓2) is two hypersoft sets 

over the common universe ℜ. Then, 

a) The hypersoft set (𝛾1, 𝔄1 × 𝔄2 ×…× 𝔄𝑛) is a subset 

of (𝛾2, 𝔅1 ×𝔅2 ×…× 𝔅𝑛), denoted by 

(𝛾1, 𝔄1 × 𝔄2 ×…× 𝔄𝑛) ⊆ (𝛾2, 𝔅1 ×𝔅2 × …×𝔅𝑛), if 

𝔄1 × 𝔄2 × …× 𝔄𝑛 ⊆ 𝔅1 ×𝔅2 ×…× 𝔅𝑛 and 𝛾1(𝛼) ⊆

𝛾2(𝛼) for all 𝛼 = (𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝔄1 × 𝔄2 ×…× 𝔄𝑛. 

[51] 

b) The hypersoft sets (𝛾1, 𝔄1 × 𝔄2 ×…× 𝔄𝑛) and 

(𝛾2, 𝔅1 ×𝔅2 ×…× 𝔅𝑛) are equal, denoted by 

(𝛾1, 𝔄1 × 𝔄2 ×…× 𝔄𝑛) = (𝛾2, 𝔅1 ×𝔅2 × …×𝔅𝑛), 

iff(𝛾1, 𝔄1 × 𝔄2 × …× 𝔄𝑛) ⊆ (𝛾2, 𝔅1 × 𝔅2 ×…×𝔅𝑛) 

and (𝛾2, 𝔅1 × 𝔅2 ×…×𝔅𝑛) ⊆̃ (𝛾1, 𝔄1 × 𝔄2 ×…×

𝔄𝑛). [51] 

c) The complement of hypersoft set (𝛾1, 𝔄1 × 𝔄2 × …×

𝔄𝑛), denoted by (𝛾1, 𝔄1 × 𝔄2 × …× 𝔄𝑛)
𝑐 = (𝛾1

𝑐 , 𝔄1 ×

𝔄2 ×…× 𝔄𝑛), if 𝛾1
𝑐(𝛼) = ℜ − 𝛾1(𝛼) for all 𝛼 =

(𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝔄1 × 𝔄2 ×…× 𝔄𝑛. [31] 

d) The restricted intersection of hypersoft sets (Γ1, 𝔓1) 

and (Γ2, 𝔓2) is defined and denoted by (Γ3, 𝔓3) =

(Γ1, 𝔓1) ∩ (Γ2, 𝔓2) where 𝔓3 = 𝔓1 ∩ 𝔓2 and 

𝛾3(𝛼)=𝛾1(𝛼) ∩ 𝛾2(𝛼) for all 𝛼 = (𝜘1 , 𝜘2, … , 𝜘𝑛) ∈ 𝔓3. 

[31,51]. 
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e) The extended intersection of hypersoft sets (Γ1, 𝔓1) 

and (Γ2, 𝔓2) is defined and denoted by (Γ3, 𝔓3) =

(Γ1, 𝔓1) ⊓ (Γ2, 𝔓2), where 𝔓3 = 𝔓1 ∪ 𝔓2 and for all 

𝛼 = (𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝔓3 

𝛾3(𝛼)={

𝛾1(𝛼),              if 𝛼 ∈ 𝔓1 −𝔓2
𝛾2(𝛼),               if 𝛼 ∈ 𝔓2 −𝔓1
𝛾1(𝛼) ∩ 𝛾2(𝛼), if 𝛼 ∈ 𝔓1 ∩ 𝔓2 

 [31,51] 

f) The restricted union of hypersoft sets (Γ1, 𝔓1) and 

(Γ2, 𝔓2) is defined and denoted by (Γ3, 𝔓3) =

(Γ1, 𝔓1) ∪ (Γ2, 𝔓2), where 𝔓3 = 𝔓1 ∩ 𝔓2 and 𝛾3(𝛼) =

𝛾1(𝛼) ∪ 𝛾2(𝛼) for all 𝛼 = (𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝔓3. 

[31,51]. 

g) The extended union of hypersoft sets (Γ1, 𝔓1) and 
(Γ2, 𝔓2) is defined and denoted by (Γ3, 𝔓3) =
(Γ1, 𝔓1) ⊔ (Γ2, 𝔓2), where 𝔓3 = 𝔓1 ∪ 𝔓2 and for all 
𝛼 = (𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝔓3 

𝛾3(𝛼)={

𝛾1(𝛼),                 if 𝛼 ∈ 𝔓1 −𝔓2
𝛾2(𝛼),                 if 𝛼 ∈ 𝔓2 −𝔓1
𝛾1(𝛼) ∪ 𝛾2(𝛼), if 𝛼 ∈ 𝔓1 ∩ 𝔓2

 [31,51] 

h) The restricted difference of hypersoft sets (Γ1, 𝔓1) 
and (Γ2, 𝔓2) is defined and denoted by (Γ3, 𝔓3) =
(Γ1, 𝔓1) ∖ (Γ2, 𝔓2), where 𝔓3 = 𝔓1 ∩ 𝔓2 and 𝛾3(𝛼) =
𝛾1(𝛼) ∖ 𝛾2(𝛼) for all 𝛼 = (𝜘1 , 𝜘2, … , 𝜘𝑛) ∈ 𝔓3. [51] 

i) The extended difference hypersoft sets (Γ1, 𝔓1) and 
(Γ2, 𝔓2) is defined and denoted by (Γ3, 𝔓3) =
(Γ1, 𝔓1) ∖̃ (Γ2, 𝔓2), where 𝔓3 = 𝔓1 ∪ 𝔓2 and for all 
𝛼 = (𝜘1, 𝜘2, … , 𝜘𝑛) ∈ 𝔓3 

𝛾3(𝛼)={

𝛾1(𝛼),               if 𝛼 ∈ 𝔓1 −𝔓2
∅,                        if 𝛼 ∈ 𝔓2 −𝔓1
𝛾1(𝛼) ∖ 𝛾2(𝛼), if 𝛼 ∈ 𝔓1 ∩ 𝔓2

 [29] 

Definition 2.8. Let (Γ,𝔓) be a hypersoft set such that 𝛾:𝔓 →
𝑃𝑜𝑤(ℜ) where 𝔓 = 𝔄1 × 𝔄2 ×…× 𝔄𝑛. The strength of 𝑙𝑖  in the 
hypersoft set (Γ,𝔓) is described and denoted by 

𝜒(Γ,𝔓)(𝑙𝑖) =
|𝛾(𝑙𝑖)|

|ℜ|
,  ∀𝑖 (1) 

Where |.| means the cardinality of set. By Eq. (1), it is obvious 
that 0 ≤ 𝜒(Γ,𝔓)(𝑙𝑖) ≤ 1 ∀𝑖.  

Example 2.9. Let ℜ = {ℴ1 , ℴ2, ℴ3, ℴ4, ℴ5} be a set of alternatives. 
Also, let 𝔄1 = {𝜘1

1, 𝜘2
1}, 𝔄2 = {𝜘1

2}, 𝔄3 = {𝜘1
3, 𝜘2

3}, 𝔄4 = {𝜘1
4} 

such that  𝔓 = 𝔄1 × 𝔄2 × 𝔄3 × 𝔄4, i.e., 

𝔓 = {
𝑙1 = (𝜘1

1, 𝜘1
2, 𝜘1

3, 𝜘1
4), 𝑙2 = (𝜘1

1, 𝜘1
2, 𝜘2

3, 𝜘1
4),

𝑙3 = (𝜘2
1 , 𝜘1

2, 𝜘1
3, 𝜘1

4), 𝑙4 = (𝜘2
1, 𝜘1

2, 𝜘2
3, 𝜘1

4)
}. 

Assume that the hypersoft set (Γ,𝔓) is described as 𝛾(𝑙1) =
{ℴ1, ℴ2, ℴ3}, 𝛾(𝑙2) = {ℴ2, ℴ3}, 𝛾(𝑙3) = {ℴ1, ℴ3, ℴ4, ℴ5} and 𝛾(𝑙4) =
{ℴ1, ℴ3}. That’s, the hypersoft set (Γ, 𝔓) is 

(Γ, 𝔓)=
{(𝑙1, {ℴ1, ℴ2, ℴ3}), (𝑙2, {ℴ2, ℴ3}), (𝑙3, {ℴ1, ℴ3, ℴ4, ℴ5}), (𝑙4, {ℴ1 , ℴ3})} 

Then, we calculate as 𝜒(Γ,𝔓)(𝑙1) =
3

5
, 𝜒(Γ,𝔓)(𝑙2) =

2

5
, 𝜒(Γ,𝔓)(𝑙3) =

4

5
 and 𝜒(Γ,𝔓)(𝑙4) =

2

5
. 

Definition 2.10. Assume (Γ,𝔓) is a hypersoft set such 
that γ: 𝔓 → 𝑃𝑜𝑤(ℜ) where 𝔓 = 𝔄1 × 𝔄2 ×…× 𝔄𝑛. Then the 
inverse hypersoft set corresponding to (Γ,𝔓) is denoted by 
(Γ̅, ℜ) where γ̅: ℜ → 𝑃𝑜𝑤(𝔓).  

Definition 2.11. Let (Γ̅, ℜ) be an inverse hypersoft set such that 
γ̅:ℜ → 𝑃𝑜𝑤(𝔓) where  𝔓 = 𝔄1 × 𝔄2 ×…× 𝔄𝑛. The strength of 
ℴ𝑖  in the inverse hypersoft set (Γ̅, ℜ) is described and denoted 
by 

𝜒(Γ̅,ℜ)(ℴ𝑖) =
|γ̅(ℴ𝑖)|

|𝔓|
,  ∀𝑖 (2) 

Where |.| means the cardinality of set. By Eq. (2), it is obvious 
that 0 ≤ 𝜒(Γ̅,ℜ)(ℴ𝑖) ≤ 1 ∀𝑖.  

Example 2.12. Let ℜ = {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5} be a set of 
alternatives. Also, let 𝔄1 = {𝜘1

1, 𝜘2
1}, 𝔄2 = {𝜘1

2}, 𝔄3 =
{𝜘1

3, 𝜘2
3}, 𝔄4 = {𝜘1

4} such that  𝔓 = 𝔄1 × 𝔄2 × 𝔄3 × 𝔄4, i.e., 

𝔓 = {
𝑙1 = (𝜘1

1, 𝜘1
2, 𝜘1

3, 𝜘1
4), 𝑙2 = (𝜘1

1, 𝜘1
2, 𝜘2

3, 𝜘1
4),

𝑙3 = (𝜘2
1 , 𝜘1

2, 𝜘1
3, 𝜘1

4), 𝑙4 = (𝜘2
1, 𝜘1

2, 𝜘2
3, 𝜘1

4)
}. 

Assume that the inverse hypersoft set (Γ̅, ℜ) is described as 

γ̅(ℴ1) = {𝑙1, 𝑙2}, γ̅(ℴ2) = {𝑙3}, γ̅(ℴ3) = {𝑙1, 𝑙4}, γ̅(ℴ4) = {𝑙1, 𝑙2,𝑙4}, 

and γ̅(ℴ5) = {𝑙1, 𝑙2,𝑙3}. 

Thus, the inverse hypersoft set (Γ̅, ℜ) is given by 

(Γ̅, ℜ)=
{(ℴ1, {𝑙1, 𝑙2} ), (ℴ2, {𝑙3}), (ℴ3, {𝑙1, 𝑙4}), (ℴ4, {𝑙1, 𝑙2,𝑙4}), (ℴ5, {𝑙1, 𝑙2,𝑙3})} 

Then, we calculate as𝜒(Γ̅,ℜ)(ℴ1) =
1

2
, 𝜒(Γ̅,ℜ)(ℴ2) =

1

4
, 𝜒(Γ̅,ℜ)(ℴ3) =

1

2
 , 𝜒(Γ̅,ℜ)(ℴ4) =

3

4
 and 𝜒(Γ̅,ℜ)(ℴ5) =

3

4
. 

3 Two-person hypersoft games 

In this section, we introduce two-person hypersoft (tphs) game 
with hypersoft payoffs and present its application.  

All of the soft game theory models in the literature are based on 
the single-attribute function. They are insufficient to model 
multi-attributed game theory in the soft set environment. 
However, in game theory problems encountered in many fields, 
the strategies based on multi-attributes are selected. In order 
to model such game theory problems and present solutions for 
them, we propose to extend soft game theory using the 
hypersoft sets (because the parameter set (domain) in the 
structure of hypersoft set is in the form of multi-attributes). 
Therefore, hypersotf payoff function (based on multi-
attributes) and hypersoft game theory model are created as 
follows. 

Payoff function is used for modeling human behavior. Payoff 
function for a player is a mapping from the cross-product of 
players strategy spaces to the players set of payoffs [52]. Now, 
we consider that player strategy spaces consist of multi-
attributes and the players set of payoffs is the power set of the 
alternative set, i.e. the payoffs are subsets of the alternative set. 
Thus, the following definition is presented for the hypersoft 
payoff function. 

Definition 3.1. Let ℜ be a set of alternatives and 𝔞1, 𝔞2 ,…, 
𝔞𝑛(𝑛 ≥ 1) be 𝑛 attributes (strategies) which the related 
attribute values are denoted by the sets  
𝔄1 = {𝜘1

1, 𝜘2
1, … , 𝜘𝑚1

1 }, 𝔄2 = {𝜘1
2, 𝜘2

2, … , 𝜘𝑚2

2 },…,  

𝔄𝑛 = {𝜘1
𝑛, 𝜘2

𝑛 , … , 𝜘𝑚𝑛

𝑛 }with 𝔄𝑠 ∩ 𝔄𝑡 = ∅ for 𝑠, 𝑡 ∈ {1,2, … , 𝑛} 

and 𝑠 ≠ 𝑡. Also, let 𝔓 = 𝔄1 × 𝔄2 ×…× 𝔄𝑛 and  

𝑙𝑣 = (𝜘𝑖𝑣1
1 , 𝜘𝑖𝑣2

2 , … , 𝜘𝑖𝑣𝑛
𝑛 ) ∈ 𝔓 where1 ≤ 𝑣 ≤ 𝑛,1 ≤ 𝑖𝑘 ≤ 𝑚𝑘.  
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𝔉 = {𝑙1, 𝑙2, … , 𝑙𝑠1} and 𝔊 = {𝑙1, 𝑙2, … , 𝑙𝑠2} (1 ≤ 𝑠1, 𝑠2 ≤ 𝑛) be the 

strategy sets (where, 𝑙, 𝑙 ∈ 𝔓). Then, the set-valued function 

𝛾𝐻: 𝔉 × 𝔊 → 𝑃𝑜𝑤(ℜ) (3) 

is called a hypersoft payoff function. For each (𝑙𝑝, 𝑙𝑞) ∈ 𝔉 × 𝔊, 

the value 𝛾𝐻(𝑙𝑝, 𝑙𝑞) is said to be a hypersoft payoff. 

Definition 3.2. Let 𝔉 = {𝑙1, 𝑙2, … , 𝑙𝑠1} and 𝔊 =

{𝑙1, 𝑙2, … , 𝑙𝑠2} (1 ≤ 𝑠1, 𝑠2 ≤ 𝑛) be two sets of strategies of Player 

1 and Player 2 resp., ℜ be an alternative set and 𝛾𝐻𝜅: 𝔉 × 𝔊 →

𝑃𝑜𝑤(ℜ) be a hypersoft payoff function for 𝜅 = 1,2.Then for 
each 𝜅, a two-person hypersoft game (tphs-game) over ℜ is 
defined by a hypersoft set given as 

(Γ𝜅 , 𝔉 × 𝔊)={((𝑙𝑝, 𝑙𝑞), 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞)) : (𝑙𝑝, 𝑙𝑞) ∈ 𝔉 ×

                          𝔊, 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) ∈ 𝑃𝑜𝑤(ℜ)} 
(4) 

Note 1. Throughout this article, the tphs-game (Γ𝜅 , 𝔉 × 𝔊) can 
also be denoted as Γ̈𝜅 for short. 

Definition 3.3. The tphs-game is played in the following 
manner: 

Assume that Player 1 chooses a strategy 𝑙𝑝 ∈  𝔉 and 

simultaneously Player 2 chooses a strategy 𝑙𝑞 ∈  𝔊. When the 

two players interact, then each player 𝜅 = 1,2 receives the 

hypersoft payoffs 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) of hypersoft game Γ̈𝜅 and it can be 

shown in Table 3. 

Table 3. Tabular structure of the tphs-game Γ̈κ. 

𝚪̈𝜿 𝒍̌𝟏 𝒍̌𝟐 … 𝒍̌𝒔𝟐  

𝒍𝟏 𝛾𝐻𝜅(𝑙1, 𝑙1) 𝛾𝐻𝜅(𝑙1, 𝑙2) … 𝛾𝐻𝜅(𝑙1, 𝑙𝑠2) 

𝒍𝟐 𝛾𝐻𝜅(𝑙2, 𝑙1) 𝛾𝐻𝜅(𝑙2, 𝑙2) … 𝛾𝐻𝜅(𝑙2, 𝑙𝑠2) 

. .   . 

. . .  . 

. .  . . 
𝒍𝒔𝟏 𝛾𝐻𝜅(𝑙𝑠1 , 𝑙1) 𝛾𝐻𝜅(𝑙𝑠1 , 𝑙2) … 𝛾𝐻𝜅(𝑙𝑠1 , 𝑙𝑠2) 

Example 3.4. In recent years, with the development of 
technology, people's habits of accessing news and information 
have also changed. Written media such as newspapers and 
magazines lost their popularity in reaching the news. Instead, 
people started to follow internet news websites (or internet 
newspaper) from computers and smart phones. The internet 
news sites are in competition to reach more readers. Some 
factors (content, readibility, etc.) may make a type of news 
presented on an internet news site attract more attention from 
the reader. 

Consider two internet news sites (Player 1 and Player 2) that 
offer the same types of news. Let ℜ = {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5} be the 
types of news that these two sites offer to the reader, where ℴ𝑖  
(𝑖 = 1,2, … ,5) are sports news, magazine news, economic news, 
politics news, and technology news, respectively. Suppose that 
the evaluation/analysis of these news sites is based on the 
following attributes. 

𝔞1 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑙 𝑣𝑖𝑒𝑤 and 𝔄1 = {𝜘1
1 = 𝑝𝑎𝑔𝑒 𝑓𝑖𝑒𝑙𝑑, 𝜘2

1 =
𝑝ℎ𝑜𝑡𝑜 (𝑞𝑢𝑎𝑙𝑖𝑡𝑦, 𝑠𝑖𝑧𝑒), 𝜘3

1 = 𝑚𝑒𝑠𝑠𝑎𝑔𝑒/𝑐𝑜𝑚𝑚𝑒𝑛𝑡 𝑏𝑜𝑎𝑟𝑑} 

𝔞2 = 𝑟𝑒𝑎𝑑𝑖𝑏𝑖𝑙𝑖𝑡𝑦 and 𝔄2 = {𝜘1
2 = 𝑓𝑜𝑛𝑡 𝑡𝑦𝑝𝑒, 𝜘2

2 =
𝑝𝑙𝑎𝑖𝑛 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒, 𝜘3

2 = 𝑡𝑒𝑥𝑡 𝑓𝑙𝑜𝑤} 

𝔞3 = 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 and 𝔄3 = {𝜘1
3 = 𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒, 𝜘2

3 = 𝑠𝑐𝑜𝑝𝑒, 𝜘3
3 =

𝑖𝑚𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑖𝑡𝑦, 𝜘4
3 = 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦} 

𝔞4 = 𝑎𝑐𝑐𝑒𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 and 𝔄4={𝜘1
4 = 𝑢𝑠𝑒𝑓𝑢𝑙𝑛𝑒𝑠𝑠, 𝜘2

4 =
𝑙𝑜𝑎𝑑 𝑡𝑖𝑚𝑒, 𝜘3

4 = 𝑓𝑙𝑜𝑤 𝑚𝑎𝑝} 

Now, Player 1 and Player 2 focus on a game to determine which 
the news types will appeal to more readers by considering 
different combinations of these attributes (i.e., by determining 
their own strategies and then considering the strategy moves of 
the opponent). 

Player 1 determines the multiple attributes as 𝑙1 =
(𝜘1

1, 𝜘2
2, 𝜘1

3, 𝜘1
4), 𝑙2 = (𝜘1

1, 𝜘2
2, 𝜘3

3, 𝜘1
4), 𝑙3 = (𝜘3

1, 𝜘2
2, 𝜘1

3, 𝜘1
4), 𝑙4 =

(𝜘3
1, 𝜘2

2, 𝜘3
3, 𝜘1

4) and thus creates the strategy set as 𝔉 =
{𝑙1, 𝑙2, 𝑙3, 𝑙4}. 

Player 2 determines the multiple attributes as 𝑙1 =

(𝜘1
1, 𝜘2

2, 𝜘1
3, 𝜘3

4) and 𝑙2 = (𝜘1
1, 𝜘2

2, 𝜘4
3, 𝜘3

4), and thus creates the 

strategy set as 𝔊 = {𝑙1, 𝑙2}.  

Considering the analyzes, comments and surveys made under 
the determined strategies (of Player 1 and Player 2), if Player 1 
constructs a tphs-game as follows: 

Γ̈1 =

{
 
 

 
 ((𝑙1, 𝑙1), {ℴ1 , ℴ3}) , ((𝑙1, 𝑙2), {ℴ3}) ,

((𝑙2, 𝑙1), {ℴ1 , ℴ2}), ((𝑙2, 𝑙2), {ℴ1, ℴ2, ℴ3})

((𝑙3, 𝑙1), {ℴ1, ℴ5}) , ((𝑙3, 𝑙2), {ℴ1}) ,

((𝑙4, 𝑙1), {ℴ2, ℴ4, ℴ5}), ((𝑙4, 𝑙2), {ℴ5}) }
 
 

 
 

 

Then the hypersoft payoffs of the tphs-game are arranged in 

Table 4. (This table is created by considering Γ̈1. For example, 

the first row of Table 4 represents ((𝑙1, 𝑙1), {ℴ1, ℴ3}) and 

((𝑙1, 𝑙2), {ℴ3}) in Γ̈1. The other rows are created in a similar 

way.) 

Table 4. Tabular form of hypersoft payoffs for Γ̈1. 

𝚪̈𝟏 𝒍̌𝟏 𝒍̌𝟐 
𝒍𝟏 {ℴ1, ℴ3} {ℴ3} 
𝒍𝟐 {ℴ1, ℴ2} {ℴ1, ℴ2, ℴ3} 
𝒍𝟑 {ℴ1, ℴ5} {ℴ1} 
𝒍𝟒 {ℴ2, ℴ4, ℴ5} {ℴ5} 

Table 4 can be explained as follows: if Player 1 selects the 
strategy 𝑙2 = (𝜘1

1, 𝜘2
2, 𝜘3

3, 𝜘1
4) when Player 2 selects the strategy 

𝑙2 = (𝜘1
1, 𝜘2

2, 𝜘4
3, 𝜘3

4) then the value of the game is the hypersoft 

payoff {ℴ1, ℴ2, ℴ3}, that is, 𝛾𝐻1(𝑙2, 𝑙2) = {ℴ1, ℴ2, ℴ3}. Thereby, 

Player 1 wins the set of news {ℴ1, ℴ2, ℴ3} and Player 2 loses the 
same set. Briefly, if Player 1 selects the strategy 𝑙2 when Player 

2 selects the strategy 𝑙2 in this tphs-game then the sports news, 
magazine news, and economic news on website of Player 1 gain 
the attention of readers (i.e., more readers) in this competition. 
This causes Player 2 to lose readers for the same types of news. 
The other components in table can be interpreted similarly. 

Similarly, Player 2 may construct another tphs-game and 
execute it in a tabular form given in Table 5. 

Table 5. Tabular form of hypersoft payoffs for Γ̈2. 

𝚪̈𝟐 𝒍̌𝟏 𝒍̌𝟐 
𝒍𝟏 {ℴ1, ℴ2, ℴ3} {ℴ1, ℴ2} 
𝒍𝟐 {ℴ4} {ℴ3, ℴ4} 
𝒍𝟑 {ℴ2} {ℴ4, ℴ5} 
𝒍𝟒 {ℴ3, ℴ5} {ℴ2, ℴ3} 

From Table 5, if Player 2 selects the strategy 𝑙1 =
(𝜘1

1, 𝜘2
2, 𝜘1

3, 𝜘3
4) when Player 1 selects the strategy 𝑙4 =

(𝜘3
1, 𝜘2

2, 𝜘3
3, 𝜘1

4) then the value of the game is the hypersoft 

payoff {ℴ3, ℴ5}, that is, 𝛾𝐻2(𝑙4, 𝑙1) = {ℴ3, ℴ5}. In this case, Player 
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2 wins the set of news {ℴ3, ℴ5} and Player 1 loses the same set. 

That is, if Player 2 selects the strategy 𝑙1 when Player 1 selects 
the strategy 𝑙4 in this tphs-game then the economic news and 
technology news on website of Player 2 gain the attention of 
readers (i.e., more readers) in this competition. This causes 
Player 1 to lose readers for the same news types. The others can 
be interpreted similarly. 

Note that in Tables 4 and 5, the payoffs should be considered as 
the gains of the first player (who responds to the opponent's 
strategy and thus seeks gains). Therefore, it is necessary to 
interpret each table according to the first player. 

Definition 3.5. Let (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game and 

(𝑙𝑝, 𝑙𝑞), (𝑙𝑚, 𝑙𝑛) ∈ 𝔉 × 𝔊. Then, a Player 𝜅 is said to be a rational, 

if the player’s hypersoft payoff provides the following cases: 

1. either 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) ⊇ 𝛾𝔉×𝔊
𝜅 (𝑙𝑚, 𝑙𝑛) or 𝛾𝐻𝜅(𝑙𝑚, 𝑙𝑛) ⊇ 𝛾𝔉×𝔊

𝜅 (𝑙𝑝, 𝑙𝑞), 

2. if 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) ⊇ 𝛾𝔉×𝔊
𝜅 (𝑙𝑚, 𝑙𝑛) and 𝛾𝐻𝜅(𝑙𝑚, 𝑙𝑛) ⊇ 𝛾𝔉×𝔊

𝜅 (𝑙𝑝, 𝑙𝑞) 

then 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = 𝛾𝔉×𝔊
𝜅 (𝑙𝑚, 𝑙𝑛). 

Definition 3.6. Let (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game. An action 

(𝑙#, 𝑙#) ∈ 𝔉 × 𝔊 is called an optimal action if 𝛾𝐻𝜅(𝑙
#, 𝑙#) ⊇

𝛾𝐻𝜅(𝑙, 𝑙) for all (𝑙, 𝑙) ∈ 𝔉 × 𝔊. 

Definition 3.7. Let (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game and 

(𝑙𝑝, 𝑙𝑞), (𝑙𝑚, 𝑙𝑛) ∈ 𝔉 × 𝔊. Then 

1. if 𝛾𝐻𝜅(𝑙𝑚, 𝑙𝑛) ⊂ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) then the action (𝑙𝑝, 𝑙𝑞) is superior 

over action (𝑙𝑚, 𝑙𝑛), 

2. if 𝛾𝐻𝜅(𝑙𝑚, 𝑙𝑛) = 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) then there is no difference 

between the two actions, 

3. if 𝛾𝐻𝜅(𝑙𝑚, 𝑙𝑛) ⊆ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞), then either there is no difference 

between the two actions or the action (𝑙𝑝, 𝑙𝑞) is superior over 

action (𝑙𝑚, 𝑙𝑛). 

Definition 3.8. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game over ℜ. 
Then 

1. Γ̈𝜅 is called an empty tphs-game if 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = ∅ for every 

(𝑙𝑝, 𝑙𝑞) ∈ 𝔉 × 𝔊, and it is denoted by Γ̈Φ.  

2. Γ̈𝜅 is called a universal tphs-game if 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = ℜ for every 

(𝑙𝑝, 𝑙𝑞) ∈ 𝔉 × 𝔊, and it is symbolized by Γ̈𝔓.   

Definition 3.9. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game over ℜ. 

1. Γ̈𝜅 is said to be a two person disjoint hypersoft game (tpDhs-
game) if for each action pair, the intersection of hypersoft 
payoff of players is empty set.  

2. Γ̈𝜅 is said to be a two person universal hypersoft game (tpUhs-
game) if for each action pair, the union of hypersoft payoff of 
players is universal set. 

Proposition 3.10. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tpDhs-game (for 
𝜅 = 1,2). Then, we consider the following:   

i. (Γ̈𝜅
𝑐)𝑐 = Γ̈𝜅, 𝜅 = 1,2. 

ii. Γ̈1\Γ̈2 = Γ̈1 and  Γ̈2\Γ̈1 = Γ̈2. 

iii. Γ̈1 ∩ Γ̈2 = Γ̈Φ. 

Proof. They are straightforward, therefore omitted. 

Proposition 3.11. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tpUhs-game (for 
𝜅 = 1,2). Then, we have the following properties: 

i. Γ̈1
𝑐 = Γ̈2 and Γ̈2

𝑐 = Γ̈1. 

ii. (Γ̈𝜅
𝑐)𝑐 = Γ̈𝜅, 𝜅 = 1,2. 

iii. Γ̈1 ∪ Γ̈2 = Γ̈𝔓. 

Proof. They are straightforward, therefore omitted. 

Proposition 3.12. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be both tpDhs-game 
and tpUhs-game (for 𝜅 = 1,2). Then, the following properties 
are satisfied: 

i. Γ̈1\Γ̈2 = Γ̈1 and  Γ̈2\Γ̈1 = Γ̈2. 

ii. Γ̈1 ∩ Γ̈2 = Γ̈Φ. 

iii. Γ̈1 ∪ Γ̈2 = Γ̈𝔓. 

Proof. They are straightforward, therefore omitted. 

3.1 Hypersoft saddle point 

Definition 3.13. Let 𝛾𝐻𝜅  be the hypersoft payoff function of a 

tphs-game Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊). If the following conditions hold 

then 𝛾𝐻𝜅(𝑙, 𝑙) is said to be a hypersoft saddle point value and 

(𝑙, 𝑙) is said to be a hypersoft saddle point of Player 𝜅 in this 

tphs-game. 

1. ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = 𝛾𝐻𝜅(𝑙, 𝑙)
𝑠1
𝑝=1 . 

2. ⋂ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = 𝛾𝐻𝜅(𝑙, 𝑙)
𝑠2
𝑞=1 .  

Example 3.14. Let ℜ = {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5, ℴ6} be a set of six 
laptops (with different features) under consideration. We 
consider the attributes and their corresponding attribute 
values as 

𝔞1 = 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑠𝑦𝑠𝑡𝑒𝑚 and 𝔄1 = {𝜘1
1 = 𝑊𝑖𝑛𝑑𝑜𝑤𝑠, 𝜘2

1 =
𝐿𝑖𝑛𝑢𝑥, 𝜘3

1 = 𝑀𝑎𝑐} 

𝔞2 = ℎ𝑎𝑟𝑑 𝑑𝑟𝑖𝑣𝑒 and 𝔄2 = {𝜘1
2 = 𝐻𝐷𝐷, 𝜘2

2 = 𝑆𝑆𝐷} 

𝔞3 = 𝑅𝐴𝑀 and 𝔄3 = {𝜘1
3 = 𝑙𝑜𝑤, 𝜘2

3 = 𝑚𝑒𝑑𝑖𝑢𝑚, 𝜘3
3 = ℎ𝑖𝑔ℎ} 

𝔞4 = 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 and 𝔄4={𝜘1
4 = 𝐷𝑢𝑎𝑙 𝑐𝑜𝑟𝑒, 𝜘2

4 = 𝐴𝑀𝐷, 𝜘3
4 =

𝑄𝑢𝑎𝑑 𝑐𝑜𝑟𝑒} 

𝔞5 = 𝑠𝑐𝑟𝑒𝑒𝑛 𝑠𝑖𝑧𝑒 and 𝔄5={𝜘1
5 = 𝑠𝑚𝑎𝑙𝑙, 𝜘2

5 = 𝑚𝑒𝑑𝑖𝑢𝑚, 𝜘3
5 =

𝑙𝑎𝑟𝑔𝑒} 

Two experts (Player 1 and Player 2) are appointed by two 
companies that product each of the 6 laptops. Each of the 
players determines the strategies and then considering the 
other player's strategy, determines the payoffs for her/his own 
strategy. These payoffs indicate which laptops of the company 
(that appoints the player) will profit according to the 
determined strategy. Note that the players create payoffs as a 
result of evaluation of data, rating, survey, etc. 

Assume that the strategy sets of Player 1 and Player 2 are 
respectively 

𝔉 =

{
 
 

 
 
𝑙1 = (𝜘1

1, 𝜘1
2, 𝜘2

3, 𝜘1
4, 𝜘1

5), 𝑙2 = (𝜘1
1, 𝜘1

2, 𝜘2
3, 𝜘1

4, 𝜘3
5),

 𝑙3 = (𝜘1
1, 𝜘1

2, 𝜘3
3, 𝜘1

4, 𝜘1
5), 𝑙4 = (𝜘1

1, 𝜘1
2, 𝜘3

3, 𝜘1
4, 𝜘3

5),

𝑙5 = (𝜘2
1, 𝜘1

2, 𝜘2
3, 𝜘1

4, 𝜘1
5), 𝑙6 = (𝜘2

1, 𝜘1
2, 𝜘2

3, 𝜘1
4, 𝜘3

5),

 𝑙7 = (𝜘2
1, 𝜘1

2, 𝜘3
3, 𝜘1

4, 𝜘1
5), 𝑙8 = (𝜘2

1, 𝜘1
2, 𝜘3

3, 𝜘1
4, 𝜘3

5)}
 
 

 
 

  

and  

𝔊 = {
𝑙1 = (𝜘1

1, 𝜘1
2, 𝜘2

3, 𝜘1
4, 𝜘1

5), 𝑙2 = (𝜘1
1, 𝜘1

2, 𝜘2
3, 𝜘1

4, 𝜘3
5),

 𝑙3 = (𝜘1
1, 𝜘1

2, 𝜘3
3, 𝜘1

4, 𝜘1
5), 𝑙4 = 𝜘1

1, 𝜘1
2, 𝜘3

3, 𝜘1
4, 𝜘3

5
}.  

Based on the above strategy sets, Table 6 presents the tphs-
game of Player 1. 
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Table 6. Tabular structure of the tphs-game of player 1. 

𝚪̈𝜿 𝒍̌𝟏 𝒍̌𝟐 𝒍̌𝟑 𝒍̌𝟒 
𝒍𝟏 {ℴ2, ℴ3} {ℴ2, ℴ6} {ℴ3} {ℴ2, ℴ5} 

𝒍𝟐 {ℴ2} {ℴ3, ℴ6} {ℴ4} {ℴ4} 

𝒍𝟑 {ℴ3} {ℴ3} {ℴ3} {ℴ5} 

𝒍𝟒 {ℴ5} {ℴ4}. {ℴ2, ℴ4} {ℴ4, ℴ5, ℴ6} 

𝒍𝟓 {ℴ5} {ℴ3} {ℴ2} {ℴ1, ℴ2} 

𝒍𝟔 {ℴ3, ℴ5} {ℴ6} {ℴ6} {ℴ4, ℴ6} 

𝒍𝟕 {ℴ2, ℴ3, ℴ5} {ℴ1, ℴ2, ℴ3, ℴ5} {ℴ2, ℴ3, ℴ4, ℴ5} {ℴ2, ℴ3, ℴ4, ℴ5} 

𝒍𝟖 {ℴ2, ℴ5} {ℴ6} {ℴ2} {ℴ2, ℴ3} 

From Table 6 created for the tphs-game of Player 1, we can say 
that if Player 1 selects the strategy 𝑙1 when Player 2 selects the 

startegy 𝑙1 then the laptops ℴ2 and ℴ3 of company (of Player 1) 
will profit (according to that of the other company). In this case, 
it is obvious that the laptops ℴ2 and ℴ3 of the company (of 
Player 2) will cause loss (not profit). Other payoffs can be 
interpreted similarly. 

Since the first player of this game (i.e. creating the Table 6) is 
Player 1, this player will consider the maximum profit. In 
contrast, Player 2 will also aim for a minimum loss when Player 
1 makes (maximum) profit. 

By Definition 3.13, we determine the following results 

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1) = {ℴ2, ℴ3} ∪ {ℴ2} ∪ {ℴ3} ∪ {ℴ5} ∪ {ℴ5} ∪
8
𝑝=1

{ℴ3, ℴ5} ∪ {ℴ2, ℴ3, ℴ5} ∪ {ℴ2, ℴ5} = {ℴ2, ℴ3, ℴ5}, 

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙2) =
8
𝑝=1 {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5, ℴ6}, ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙3) =

8
𝑝=1

{ℴ2, ℴ3, ℴ4, ℴ5, ℴ6}, ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙4) = {ℴ1 , ℴ2, ℴ3, ℴ4, ℴ5, ℴ6}
8
𝑝=1  

and 

⋂ 𝛾𝐻𝜅(𝑙1, 𝑙𝑞) = {ℴ2, ℴ3} ∩ {ℴ2, ℴ6} ∩ {ℴ3} ∩ {ℴ2, ℴ5} = ∅
4
𝑞=1 , 

⋂ 𝛾𝐻𝜅(𝑙2, 𝑙𝑞) = ∅
4
𝑞=1 , ⋂ 𝛾𝐻𝜅(𝑙3, 𝑙𝑞) = ∅

4
𝑞=1 , ⋂ 𝛾𝐻𝜅(𝑙4, 𝑙𝑞) = ∅

4
𝑞=1 , 

⋂ 𝛾𝐻𝜅(𝑙5, 𝑙𝑞) = ∅
4
𝑞=1 , ⋂ 𝛾𝐻𝜅(𝑙6, 𝑙𝑞) = ∅

4
𝑞=1 , ⋂ 𝛾𝐻𝜅(𝑙7, 𝑙𝑞) =

4
𝑞=1

{ℴ2, ℴ3, ℴ5}, ⋂ 𝛾𝐻𝜅(𝑙8, 𝑙𝑞) = ∅
4
𝑞=1 .  

Clearly, it is seen that ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1) = ⋂ 𝛾𝐻𝜅(𝑙7, 𝑙𝑞)
4
𝑞=1 =8

𝑝=1

{ℴ2, ℴ3, ℴ5}.  

Since the intersection of the seventh row is equal to the union 

of the first column, therefore (𝑙7, 𝑙1) is the hypersoft saddle 
point and {ℴ2, ℴ3, ℴ5} is the hypersoft saddle point value or 
simply value of this tphs-game. Consequently, Player 1 chooses 

the strategy 𝑙7 for maximum profit and then Player 2 chooses 𝑙1 
for minimum loss (when Player 1 makes maximum profit). The 
laptops ℴ2, ℴ3 and ℴ5 are the maximum profit for company (of 
Player 1) and the minimum loss for company (of Player 2) when 
the company (of Player 1) makes maximum profit. 

Note 2. Every tphs-game has not a hypersoft saddle point. Let 
us explain some situations where hypersoft saddle point will 
not be found using Table 6. 

(i) From Table 6, it is obvious that ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1)
8
𝑝=1 = 𝛾𝐻𝜅(𝑙7, 𝑙1), 

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1)
8
𝑝=1 ⊂ 𝛾𝐻𝜅(𝑙7, 𝑙2), ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1)

8
𝑝=1 = 𝛾𝐻𝜅(𝑙7, 𝑙3) and 

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1)
8
𝑝=1 = 𝛾𝐻𝜅(𝑙7, 𝑙4), but ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙2)

8
𝑝=1 ⊈ 𝛾𝐻𝜅(𝑙𝑖 , 𝑙𝑗) 

for all 𝑖 = 1,… ,8 and 𝑗 = 1,… ,4. Hence, if for all 𝑞  

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞)
8
𝑝=1 ⊈ 𝛾𝐻𝜅(𝑙𝑖 , 𝑙𝑗) for all 𝑖 = 1, … ,8 and 𝑗 = 1,… ,4 

then the hypersoft saddle point value cannot be found. That is, 

if ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞)
8
𝑝=1  for all 𝑞 is not equal to or a subset of any of 

the components in Table 6 then the hypersoft saddle point 
value of this hypersoft game cannot be found. Now, we replace 
the first column-seventh row entry by {ℴ2, ℴ3, ℴ5, ℴ6} then we 

have ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1) = {ℴ2, ℴ3, ℴ5, ℴ6}
8
𝑝=1 . Also, we know that 

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙2) =
8
𝑝=1 {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5, ℴ6}, ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙3) =

8
𝑝=1

{ℴ2, ℴ3, ℴ4, ℴ5, ℴ6} and ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙4) = {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5, ℴ6}
8
𝑝=1 . 

It is clear that ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞)
8
𝑝=1  for 𝑞 = 1,2,3,4 are not equal to 

or a subset of any of the components in Table 6 (i.e., 

⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞)
8
𝑝=1 ⊈ 𝛾𝐻𝜅(𝑙𝑖 , 𝑙𝑗) for 𝑞 = 1,2,3,4 ). Thus, we can say 

that the hypersoft saddle point value of this hypersoft game 
cannot be found. On the other hand, it is easily seen that we 

have ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙1)
8
𝑝=1 ≠ ⋂ 𝛾𝐻𝜅(𝑙7, 𝑙𝑞)

4
𝑞=1  when we replace the 

first column-seventh row entry by {ℴ2, ℴ3, ℴ5, ℴ6}.  

(ii) If ⋂ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = ∅
4
𝑞=1  for all 𝑝 (i.e., if the intersection of the 

components in each row of Table 6 is the empty set) then the 
hypersoft saddle point value cannot be found. Now, we replace 
the first column-seventh row entry by {ℴ1, ℴ6} then we have 

⋂ 𝛾𝐻𝜅(𝑙7, 𝑙𝑞) = ∅
4
𝑞=1 . Also, we know that ⋂ 𝛾𝐻𝜅(𝑙𝑝, 𝑙𝑞) = ∅4

𝑞=1  

for 𝑝 = 1,2,3,4,5,6,8. Then, we can say that the hypersoft saddle 
point value of this hypersoft game cannot be found.  

Definition 3.15. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game over a 
given universal set ℜ, where 𝛾𝐻𝜅be a hypersoft payoff function. 

Then, we define the following: 

1. The hypersoft upper value of the tphs-game Γ̈𝜅 is denoted by 

Λ and described as 

Λ =⋂(⋃(𝛾𝐻𝜅(𝑙, 𝑙))

𝑙∈𝔉

) 

𝑙∈𝔊

 (5) 

2. The hypersoft lower value of the tphs-game Γ̈𝜅 is denoted by 
Λ and described as  

Λ =⋃(⋂(𝛾𝐻𝜅(𝑙, 𝑙))

𝑙∈𝔊

)

𝑙∈𝔉

 (6) 

3. If hypersoft upper and lower values of the tphs-game Γ̈𝜅 are 

equal, i.e. Λ = Λ, then they are termed to be the value of this 

tphs-game, denoted by Λ. 

Theorem 3.16. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game over a 
given universal set ℜ, where 𝛾𝐻𝜅be a hypersoft payoff function. 

Also, let Λ and Λ be considered as hypersoft lower value and 

hypersoft upper value of the tp-hs-game Γ̈𝜅 , resp. Then, Λ ⊆ Λ. 

Proof. Suppose that Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) is a tphs-game, where𝔉 =

{𝑙1, 𝑙2, … , 𝑙𝑠1} and 𝔊 = {𝑙1, 𝑙2, … , 𝑙𝑠2} (1 ≤ 𝑠1, 𝑠2 ≤ 𝑛) be the 

strategy sets for Player 1 and 2, respectively. Also, we assume 

that Λ and Λ are hypersoft lower value and hypersoft upper 

value of this tp-hs-game, respectively.  

We take 𝑙# ∈ 𝔉 and 𝑙# ∈ 𝔊. Then, we obtain that 

   Λ = ⋃ (⋂ (𝛾𝔉×𝔊(𝑙, 𝑙))𝑙∈𝔊 )𝑙∈𝔉 ⊆ ⋂ (𝛾𝔉×𝔊(𝑙
#, 𝑙))𝑙∈𝔊 ⊆

 𝛾𝔉×𝔊(𝑙
#, 𝑙#)  ⊆ ⋃ (𝛾𝔉×𝔊(𝑙, 𝑙

#))𝑙∈𝔉 = ⋂ (⋃ (𝛾𝔉×𝔊(𝑙, 𝑙))𝑙∈𝔉 )𝑙∈𝔊 =Λ 

Thus, proof is completed. 

Theorem 3.17. Let Γ̈𝜅 = (Γ𝜅 , 𝔉 × 𝔊) be a tphs-game. Also let 

𝛾𝐻𝜅(𝑙, 𝑙) be a hypersoft saddle point, Λ and Λ are hypersoft 

lower and upper values of this tp-hs-game. Then, Λ ⊆

𝛾𝐻𝜅(𝑙
#, 𝑙#) ⊆ Λ. 

Proof. It can be shown in a similar way to the proof of Theorem 
3.16. So it is omitted. 
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3.2 Hypersoft elimination method 

Definition 3.18. Let Γ̈𝜅 be a tphs-game with its hypersoft payoff 
function 𝛾𝐻𝜅 . Then, (for each 𝜅 = 1,2) 

1. a strategy 𝑙𝑝 ∈ 𝔉 is said to be a hypersoft dominated to 

another strategy 𝑙𝑝′ ∈ 𝔉 if for all 𝑙 ∈ 𝔊, 

𝛾𝐻𝜅(𝑙𝑝′ , 𝑙) ⊆ 𝛾𝐻𝜅(𝑙𝑝, 𝑙) (7) 

2. a strategy 𝑙𝑞 ∈ 𝔊 is said to be a hypersoft dominated to 

another strategy 𝑙𝑞′ ∈ 𝔊 if for all 𝑙 ∈ 𝔉, 

𝛾𝐻𝜅(𝑙, 𝑙𝑞) ⊆ 𝛾𝐻𝜅(𝑙, 𝑙𝑞′) (8) 

Note 3. By using Definition 3.18, we may delete the rows and 
columns that are insignificant for the tphs-games, and 
repeating this method leads to a solution of a tphs-game. This 
technique is termed as a hypersoft elimination method. 

Example 3.19. Let us consider a problem for determining the 
best site where two building contractors can build their new 
apartment complex in the following: Suppose ℜ =
{ℴ1, ℴ2, ℴ3, ℴ4, ℴ5, ℴ6, ℴ7} denotes the set of sites which can be 
selected by the building contractors to build the new apartment 
complex. The choice of site is important, both for the progress 
of the construction process of the apartment complex and for 
the future profit, and therefore two contractors engage in a 
strategic game to determine the best location for their new 
apartment complex. In other words, they act as actors in this 
evaluation process. By considering the following multi-valued 
attributes, two building contractors (Player 1 and Player 2) 
determine their own strategies in this evaluation (game) 
process.  

𝔞1 = 𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 and 𝔄1 = {𝜘1
1 =

𝑟𝑒𝑔𝑢𝑙𝑎𝑟 𝑖𝑛 𝑠ℎ𝑎𝑝𝑒, 𝜘2
1 = 𝑒𝑥𝑎𝑐𝑡 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠, 𝜘3

1 = 𝑓𝑎𝑐𝑖𝑛𝑔 𝑆 −
𝑁 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛} 

𝔞2 = soil condition and 𝔄2 = {𝜘1
2 = 𝑐𝑙𝑎𝑦, 𝜘2

2 = 𝑠𝑎𝑛𝑑𝑦, 𝜘3
2 =

𝑟𝑜𝑐𝑘𝑦} 

𝔞3 = 𝑙𝑜𝑐𝑎𝑙𝑖𝑡𝑦 and 𝔄3 = {𝜘1
3 = 𝑛𝑒𝑎𝑟 ℎ𝑜𝑠𝑝𝑖𝑡𝑎𝑙, 𝜘2

3 =
𝑐𝑟𝑜𝑤𝑑𝑒𝑑, 𝜘3

3 = 𝑛𝑒𝑎𝑟 𝑏𝑎𝑛𝑘, 𝜘4
3 = 𝑔𝑜𝑜𝑑 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟} 

𝔞4 = 𝑐𝑜𝑠𝑡 (𝑖𝑛 𝑑𝑜𝑙𝑙𝑎𝑟) and 𝔄4 = {𝜘1
4 = 5000 − 10000, 𝜘2

4 =
3000 − 5000,𝜘3

4 = 10000 − 12000} 

Player 1 determines the strategies as 𝑙1 = (𝜘1
1, 𝜘3

2, 𝜘1
3, 𝜘2

4), 𝑙2 =
(𝜘2

1, 𝜘3
2, 𝜘3

3, 𝜘1
4), 𝑙3 = (𝜘3

1, 𝜘2
2, 𝜘1

3, 𝜘1
4), 𝑙4 = (𝜘3

1, 𝜘2
2, 𝜘3

3, 𝜘1
4), and 

thus creates the strategy set as 𝔉 = {𝑙1, 𝑙2, 𝑙3, 𝑙4}. 

Player 2 determines the strategies as 𝑙1 = (𝜘1
1, 𝜘2

2, 𝜘1
3, 𝜘3

4), 𝑙2 =

(𝜘1
1, 𝜘2

2, 𝜘4
3, 𝜘3

4), 𝑙3 = (𝜘2
1, 𝜘3

2, 𝜘2
3, 𝜘3

4), and thus creates the 

strategy set as 𝔊 = {𝑙1, 𝑙2, 𝑙3}. Then, tphs-game of Player 1 is 
given as in Table 7.  

Table 7. The tphs-game of first building contractor (Player 1). 

𝚪̈𝟏 𝒍̌𝟏 𝒍̌𝟐 𝒍̌𝟑 
𝒍𝟏 {ℴ1 , ℴ3} {ℴ3} {ℴ5} 
𝒍𝟐 {ℴ1 , ℴ2} {ℴ1} {ℴ1, ℴ3} 
𝒍𝟑 {ℴ1 , ℴ4, ℴ5} {ℴ1, ℴ5} {ℴ6} 
𝒍𝟒 {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5,ℴ6} {ℴ1, ℴ3, ℴ5} {ℴ1, ℴ3, ℴ5, ℴ6} 

The second column is dominated by the first column. Therefore, 
the first column is deleted from Table 7. Then, the last row 
dominates each of first, second and third rows and so these 
rows are deleted. As a result, Table 8 is created as follows: 

 

Table 8. The reduced form of tphs-game of Player 1. 

𝚪̈𝟏 𝒍̌𝟐 𝒍̌𝟑 

𝒍𝟒 {ℴ1, ℴ3, ℴ5} {ℴ1, ℴ3, ℴ5, ℴ6} 

The first column is dominated by the second column in Table 8. 
By deleting the second column, we obtain the solution (optimal 

strategy) (𝑙4, 𝑙2) and the value of this tphs-game is {ℴ1, ℴ3, ℴ5}. 

Note 4. (i) In Example 3.19 (for Table 7), if we use hypersoft 
saddle point method then we obtain the solution (optimal 

strategy) (𝑙4, 𝑙2) and the value of this tphs-game is {ℴ1, ℴ3, ℴ5}. 
(ii) If we take Table 9 instead of Table 7. 

Table 9. The tphs-game of first building contractor (Player 1). 

𝚪̈𝟏 𝒍̌𝟏 𝒍̌𝟐 𝒍̌𝟑 
𝒍𝟏 {ℴ1 , ℴ3} {ℴ3} {ℴ2} 
𝒍𝟐 {ℴ1 , ℴ2} {ℴ1} {ℴ6, ℴ7} 
𝒍𝟑 {ℴ1 , ℴ4, ℴ5} {ℴ1 , ℴ5} {ℴ6} 
𝒍𝟒 {ℴ1, ℴ2, ℴ3, ℴ4, ℴ5,ℴ6} {ℴ1 , ℴ3, ℴ5} {ℴ2, ℴ6, ℴ7} 

Then we cannot obtain a solution using hypersoft saddle point 
method (considering Note 2 (ii)). For this tphs-game, the 
hypersoft elimination method can use and the solution is 
obtained. 

(iii) We consider the tphs-game in Table 6. We have a solution 
(optimal strategy) using hypersoft saddle point method. 
However, it is easily seen that the hypersoft elimination method 
cannot be used for this tphs-game. Because each column does 
not dominate any other column and each row does not 
dominate any other row. 

3.3 Hypersoft nash equilibrium 

In this part, we describe hypersoft Nash equilibrium, which is a 
different solution method for the tphs-games. 

Definition 3.20. Let Γ̈𝜅 be a tphs-game with its hypersoft payoff 
function 𝛾𝐻𝜅  for 𝜅 = 1,2. If the following features are satisfied 

then (𝑙#, 𝑙#) ∈ 𝔉 × 𝔊 is said to be a hypersoft Nash equilibrium 
of the tphs-game Γ̈𝜅 . 

1. 𝛾𝐻1(𝑙, 𝑙
#) ⊆ 𝛾𝐻1(𝑙

#, 𝑙#) for each 𝑙 ∈ 𝔉 

2. 𝛾𝐻2(𝑙
#, 𝑙) ⊆ 𝛾𝐻2(𝑙

#, 𝑙#) for each 𝑙 ∈ 𝔊 

Note that if (𝑙#, 𝑙#) ∈ 𝔉 × 𝔊 is a hypersoft Nash equilibrium of a 

tphs-game then Player 1 can gain at least 𝛾𝐻1(𝑙
#, 𝑙#) by choosing 

the strategy 𝑙# ∈ 𝔉 and Player 2 can gain at least 𝛾𝐻2(𝑙
#, 𝑙#) by 

choosing the strategy 𝑙# ∈ 𝔊. So the hypersoft Nash equilibrium 

is an optimal action for the tphs-game, and thus 𝛾𝐻𝜅(𝑙
#, 𝑙#) is a 

solution of the tphs-game for Player 𝜅 (𝜅 = 1,2). 

Note that the example of hypersoft Nash equilibrium will be 
given for multiplayer in the next section, so it is avoided in this 
subsection. 

3.4 An application for combination of solution methods 

Now, we give an application for the combined use of the 
hypersoft elimination method (or hypersoft dominated 
strategy) and hypersoft saddle point method.  

Example 3.21. Let us consider the problem in Example 3.19. 
Also, we take the tphs-game of Player 1 in Table 10. 
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Table 10. The tphs-game of first contractor (Player 1). 

𝚪̈𝟏 𝒍̌𝟏 𝒍̌𝟐 𝒍̌𝟑 
𝒍𝟏 {ℴ1, ℴ3} {ℴ3} {ℴ7} 
𝒍𝟐 {ℴ1} {ℴ1} {ℴ1, ℴ3} 
𝒍𝟑 {ℴ1, ℴ3, ℴ5} {ℴ1, ℴ5} {ℴ6} 
𝒍𝟒 {ℴ1, ℴ3, ℴ5} {ℴ1, ℴ3, ℴ5} {ℴ1, ℴ3, ℴ5, ℴ6} 

We try to solve this problem using both hypersoft dominated 
strategy and hypersoft saddle point methods. 

The first column is removed from Table 10 because this column 
dominates the second column. Then, since each of second and 
third rows is dominated by the fourth row, these rows are 
deleted. As aresult, Table 11 is constructed as follows: 

Table 11. The reduced form of tphs-game (in Table 10). 

𝚪̈𝟏 𝒍̌𝟐 𝒍̌𝟑 
𝒍𝟏 {ℴ3} {ℴ7} 
𝒍𝟒 {ℴ1, ℴ3, ℴ5} {ℴ1, ℴ3, ℴ5, ℴ6} 

There is no another hypersoft dominated strategy in Table 11. 
Now we can use hypersoft saddle point method. 

From Table 11, we compute ⋃ 𝛾𝐻1(𝑙𝑝, 𝑙2)𝑝=1,4 =𝛾𝐻1(𝑙1, 𝑙2) ∪

𝛾𝐻1(𝑙4, 𝑙2)={ℴ3} ∪ {ℴ1 , ℴ3, ℴ5}={ℴ1, ℴ3, ℴ5}, 

⋃ 𝛾𝐻1(𝑙𝑝, 𝑙3)𝑝=1,4 ={ ℴ1, ℴ3, ℴ5, ℴ6, ℴ7}, ⋂ 𝛾𝐻1(𝑙1, 𝑙𝑞)𝑞=2,3 =∅, and 

⋂ 𝛾𝐻1(𝑙4, 𝑙𝑞)𝑞=2,3 ={ℴ1, ℴ3, ℴ5}. 

Then, it is seen that ⋃ 𝛾𝐻𝜅(𝑙𝑝, 𝑙2)𝑝=1,4 = ⋂ 𝛾𝐻𝜅(𝑙4, 𝑙𝑞)𝑞=2,3 =
{ℴ1, ℴ3, ℴ5}. Thus, we say that the optimal strategy of the tphs-

game Γ̈1 is (𝑙4, 𝑙2) and the value of the tphs-game is 
{ℴ1, ℴ3, ℴ5}. 

Note 5. In Example 3.21, if we use hypersoft saddle point 
method then we obtain the optimal strategies of the tphs-game 

Γ̈1 are (𝑙4, 𝑙1) and (𝑙4, 𝑙2) and the value of the tphs-game is 
{ℴ1, ℴ3, ℴ5}. But since the second column is dominated by the 
first column according to the dominated strategy method, it is 

obvious that it would make sense to choose (𝑙4, 𝑙2) as the 

optimal strategy. In such cases where the optimal strategy is 
more than one, changing the method or using them together 
will bring us closer to the real/convincing solution. This is how 
we can determine which solution method to use. 

Note 6. From Notes 2,4, and 5, we can say that when the optimal 
strategy (solution) of the tphs-game cannot be found using any 
of the proposed solution methods, this does not mean that there 
is no optimal strategy. In such cases, the optimal strategy 
should be sought by using a different solution method or 
combining the solution methods. The same is true for reducing 
the number of optimal strategies if the number of optimal 
strategies is more than one, and for determining the convincing 
optimal strategy. The path to be followed for the selection of the 
solution method(s) should be determined according to the data 
presented in the tphs-game. 

4 n-person hypersoft games 

In many real-world applications, the hypersoft games can 
sometimes be played between three or more players. 
Therefore, tphs-games can be extended to 𝑛-person hypersoft 
games (in short 𝑛phs-games). 

Definition 4.1. Let ℜ be an alternative set. Also, let 𝔉𝜅 =
{𝑙1, 𝑙2, … , 𝑙𝑠𝜅} (1 ≤ 𝑠𝜅 ≤ 𝑛) be a set of strategies of Player 𝜅 (𝜅 =

1,2,… , 𝑛) and 𝛾𝐻𝜅
𝑛:  ⊗𝜅=1

𝑛 𝔉𝜅 → 𝑃𝑜𝑤(ℜ) be a hypersoft payoff 

function of Player 𝜅 where ⊗𝜅=1
𝑛 𝔉𝜅 = 𝔉1 × 𝔉2 ×… .× 𝔉𝑛. For 

each Player 𝜅, an 𝑛-person hypersoft game (nphs-game) over ℜ 
is defined by a hypersoft set given as 

Γ̈𝜅
𝑛 = (Γ𝜅

𝑛,⊗𝜅=1
𝑛 𝔉𝜅)      

      = {((𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛), 𝛾𝐻𝜅
𝑛(𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛)): 

             (𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛) ∈⊗𝜅=1
𝑛 𝔉𝜅} 

(9) 

The nphs-game is played as follows. Suppose that Player 1 
chooses a strategy 𝑙𝑝1 ∈  𝔉1 and simultaneously Player 𝜇 (𝜇 =

2,3,… , 𝑛) chooses the strategy 𝑙𝑝𝜇 ∈  𝔉𝜇 (𝜇 = 2,3,… , 𝑛). When 

the 𝑛 players interact, then each Player 𝜅 (𝜅 = 1,2,3,… , 𝑛) 
receives the hypersoft payoffs 𝛾𝐻𝜅

𝑛(𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛) of 

hypersoft game Γ̈𝜅
𝑛. 

Definition 4.2. Let 

Γ̈𝜅
𝑛={((𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛), 𝛾𝐻𝜅

𝑛(𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛)): 

          (𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛) ∈⊗𝜅=1
𝑛 𝔉𝜅}  

be an nphs-game. Then, a strategy 𝑙𝑝𝜅 ∈ 𝔉𝜅 is called a hypersoft 

dominated to another strategy 𝑙𝑝 ∈ 𝔉𝜅 if 

𝛾𝐻𝜅
𝑛(𝑙𝑝1, … , 𝑙𝑝𝜅−1, 𝑙𝑝, 𝑙𝑝𝜅+1, . . , 𝑙𝑝𝑛)

⊆ 𝛾𝐻𝜅
𝑛(𝑙𝑝1, … , 𝑙𝑝𝜅−1, 𝑙𝑝𝜅 , 𝑙𝑝𝜅+1, . . , 𝑙𝑝𝑛) 

(10) 

for each strategy 𝑙𝑝𝜏 ∈ 𝔉𝜏 of Player 𝜏 (𝜏 = 1,2,… , 𝜅 − 1, 𝜅, 𝜅 +

1,… , 𝑛). 

Definition 4.3. Let 

 Γ̈𝜅
𝑛={((𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛), 𝛾𝐻𝜅

𝑛(𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛)):     

           (𝑙𝑝1, 𝑙𝑝2, 𝑙𝑝3, . . , 𝑙𝑝𝑛) ∈⊗𝜅=1
𝑛 𝔉𝜅}  

be an nphs-game. If for each player 𝜅 = 1,2, . . , 𝑛, the following 
property hold 

𝛾𝐻𝜅
𝑛(𝑙𝑝1

# , … , 𝑙𝑝𝜅−1 , 𝑙𝑝, 𝑙𝑝𝜅+1
# , . . , 𝑙𝑝𝑛

# )

⊆ 𝛾𝐻𝜅
𝑛(𝑙𝑝1

# , … , 𝑙𝑝𝜅−1
# , 𝑙𝑝𝜅

# , 𝑙𝑝𝜅+1
# , . . , 𝑙𝑝𝑛

# ) 
(11) 

for each 𝑙𝑝 ∈ 𝔉𝜅 then (𝑙𝑝1
# , 𝑙𝑝2

# , . . , 𝑙𝑝𝑛
# ) ∈⊗𝜅=1

𝑛 𝔉𝜅 is said to be a 

hypersoft Nash equilibrium of this nphs-gameΓ̈𝜅
𝑛. 

Note that if (𝑙𝑝1
# , 𝑙𝑝2

# , . . , 𝑙𝑝𝑛
# ) ∈⊗𝜅=1

𝑛 𝔉𝜅 is a hypersoft Nash 

equilibrium of an nphs-game then Player 1 can gain at least 
𝛾𝐻1

𝑛(𝑙𝑝1
# , 𝑙𝑝2

# , . . , 𝑙𝑝𝑛
# ) by choosing the strategy 𝑙𝑝1

# ∈ 𝔉1, Player 2 

can gain at least 𝛾𝐻2
𝑛(𝑙𝑝1

# , 𝑙𝑝2
# , . . , 𝑙𝑝𝑛

# ) by choosing the strategy 

𝑙𝑝2
# ∈ 𝔉2, and for each 𝜇 = 3,4, … , 𝑛 Player 𝜇 can gain at least 

𝛾𝐻𝜇
𝑛(𝑙𝑝1

# , 𝑙𝑝2
# , . . , 𝑙𝑝𝑛

# ) by choosing the strategy 𝑙𝑝𝜇
# ∈ 𝔉𝜇. So, the 

hypersoft Nash equilibrium is an optimal action for the nphs-
game, and thus 𝛾𝐻𝜅

𝑛(𝑙𝑝1
# , 𝑙𝑝2

# , . . , 𝑙𝑝𝑛
# ) is a solution of the nphs-

game for Player 𝜅 (𝜅 = 1,2,… , 𝑛). 

Now, we consider the following example for hypersoft Nash 
equilibrium of an nphs-game. 

Example 4.4. Suppose that three restaurants in a city, such as 
Player 1, Player 2 and Player 3, want to increase the number of 
customers competitively. Let ℜ = {ℴ1 = chicken dishes, ℴ2 =
meat dishes, ℴ3 = fish dishes, ℴ4 = juicy dishes, ℴ5 =
vegetable dishes} be a set of varieties of dishes on the menu of 
all three restaurants. By considering the following multi-valued 
attributes, Player 1, Player 2 and Player 3 determine their own 
strategies for this game.  
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𝔞1 = 𝑓𝑙𝑎𝑣𝑜𝑢𝑟 and 𝔄1 = {𝜘1
1 = 𝑡𝑎𝑠𝑡𝑒, 𝜘2

1 = 𝑠𝑚𝑒𝑙𝑙} 

𝔞2 = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 and 𝔄2 = {𝜘1
2 = 𝑠𝑒𝑟𝑣𝑖𝑐𝑒, 𝜘2

2 = 𝑎𝑡𝑡𝑖𝑡𝑢𝑑𝑒} 

𝔞3 = 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 and 𝔄3 = {𝜘1
3 = 𝑝𝑟𝑖𝑐𝑒, 𝜘2

3 = 𝑡𝑖𝑚𝑒} 

Player 1 determines the strategies as 𝑙11 = (𝜘1
1, 𝜘1

2, 𝜘1
3), 𝑙12 =

(𝜘1
1, 𝜘1

2, 𝜘2
3), and thus creates the strategy set as 𝔉1 = {𝑙11 , 𝑙12}. 

Player 2 determines the strategies as 𝑙21 = (𝜘1
1, 𝜘1

2, 𝜘1
3), 𝑙22 =

(𝜘1
1, 𝜘2

2, 𝜘2
3), and thus creates the strategy set as 𝔉2 = {𝑙21 , 𝑙22}. 

Player 3 determines the strategies as 𝑙31 = (𝜘1
1, 𝜘2

2, 𝜘1
3), 𝑙32 =

(𝜘2
1, 𝜘1

2, 𝜘1
3), 𝑙33 = (𝜘1

1, 𝜘1
2, 𝜘2

3), and thus creates the strategy set 

as 𝔉3 = {𝑙31 , 𝑙32 , 𝑙33}. 

Then, 3phs-games of Player 1, Player 2 and Player 3 are 
presented in Table 12. 

From Table 12, we obtain that 

i. 𝛾𝐻1
3(𝑙1𝑠 , 𝑙21 , 𝑙32) ⊆ 𝛾𝐻1

3(𝑙12 , 𝑙21 , 𝑙32) for each 𝑙1𝑠 ∈ 𝔉1 (𝑠 = 1,2) 

(That is, 𝛾𝐻1
3(𝑙11 , 𝑙21 , 𝑙32) = {ℴ1, ℴ5}) ⊆ 𝛾𝐻1

3(𝑙12 , 𝑙21 , 𝑙32) =

{ℴ1, ℴ3, ℴ5} and 𝛾𝐻1
3(𝑙12 , 𝑙21 , 𝑙32) = 𝛾𝐻1

3(𝑙12 , 𝑙21 , 𝑙32) =

{ℴ1, ℴ3, ℴ5}) 

ii. 𝛾𝐻2
3(𝑙12 , 𝑙2𝑡 , 𝑙32) ⊆ 𝛾𝐻2

3(𝑙12 , 𝑙21 , 𝑙32) for each 𝑙2𝑡 ∈ 𝔉1 (𝑡 = 1,2) 

ii. 𝛾𝐻3
3(𝑙12 , 𝑙21 , 𝑙3𝑣) ⊆ 𝛾𝐻3

3(𝑙12 , 𝑙21 , 𝑙32) for each 𝑙2𝑣 ∈ 𝔉1 (𝑣 = 1,2) 

then (𝑙12 , 𝑙21 , 𝑙32) ∈⊗𝜅=1
3 𝔉𝜅 is a hypersoft Nash equilibrium of 

this 3phs-game. Hence, 𝛾𝐻1
3(𝑙12 , 𝑙21 , 𝑙32) = {ℴ1 , ℴ3, ℴ5}, 

𝛾𝐻2
3(𝑙12 , 𝑙21 , 𝑙32) = {ℴ1 , ℴ5} and 𝛾𝐻3

3(𝑙12 , 𝑙21 , 𝑙32) = {ℴ1, ℴ4, ℴ5} is 

the solution of the 3phs-game for Player 1, Player 2 and Player 
3, respectively. That is, Player 1 can gain at least {ℴ1 , ℴ3, ℴ5} by 
choosing the strategy 𝑙12 ∈ 𝔉1, Player 2 can gain at least {ℴ1, ℴ5} 

by choosing the strategy 𝑙21 ∈ 𝔉2, and Player 3 can gain at least 

{ℴ1, ℴ4, ℴ5} by choosing the strategy 𝑙32 ∈ 𝔉3. Here, for example, 

the sentence “Player 1 can gain at least {ℴ1 , ℴ3, ℴ5} by choosing 
the strategy 𝑙12 ∈ 𝔉1” means that if the first restaurant (Player 

1) chooses the strategy 𝑙12 = (𝜘1
1, 𝜘1

2, 𝜘2
3) (i.e. gives importance 

to taste, service and time) then it can find/attract more 
customers for the dishes {ℴ1, ℴ3, ℴ5} than other restaurants. 

Note 7. Considering the formula (Eq. (1)) in Definition 2.8, a 
ratio for each player in Example 4.4 to win from this game can 
also be given. For example; for Player 1, Player 2, and Player 3 

in Example 4.4, it is obtained as 
|{ℴ1,ℴ3,ℴ5}|

|ℜ|
=

𝟑

𝟓
= 0.6 (60%), 

|{ℴ1,ℴ5}|

|ℜ|
= 0.4 (or 40%) and 

|{ℴ1,ℴ4,ℴ5}|

|ℜ|
= 0.6 (60%), respectively. 

5 Conclusions 

In this article, the notion of the hypersoft game was newly 
introduced to address multi-valued attribute-based strategies 
with hypersoft payoffs. Then, we presented the tphs-games and 
their various properties with concrete examples. We also 
proposed different types of solution methods for the tphs-
games and gave a real-life application based on the hypersoft 
elimination method. Finally, the tphs-game was extended by 
introducing the nphs-game. In conclusion, the main 
contributions can be summarized in the following. 

1. The procedures of tphs-games are established and the 
properties are adressed. Thus, the solution methods 
are developed for two-person soft games containing 
multi-valued attribute-based strategies, that is, the 
solutions can be obtained for complicated game 
theory problems in the soft set environment. In the 
other words, soft game theory is advanced from a 
different perspective based on multiple strategies, 

2. When hs-games are played between three or more 
players, it is discussed how to follow the solution 
steps and thus the principles of the nphs-game are 
presented. This provides the freedom to have as many 
players as desired in hs-games, 

3. We hope that the findings in this study will offer new 
perspectives to researchers addressing various real-
world problems. In the future, we may consider some 
possible studies in more detail. To more accurately 
express the thinking mode of human beings, we can 
develop some new extensions of hypersoft games, 
such as fuzzy hypersoft games, intuitionistic 
hypersoft games, neutrosophic hypersoft games, 
pilthogenic fuzzy hypersoft games. We can also study 
uncertainty-based hybrid forms of hypersoft game 
theory and their applications. 
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Table 12. The 3phs-games of Player 1, Player 2 and Player 3. 

The 3phs-game   𝒍𝟐𝟏 𝒍𝟐𝟐 

of Player 𝜅 𝒍𝟑𝟏 𝒍𝟑𝟐 𝒍𝟑𝟑 𝒍𝟑𝟏 𝒍𝟑𝟐 𝒍𝟑𝟑 

𝚪̈𝟏 
𝟑  𝒍𝟏𝟏 {ℴ1, ℴ4, ℴ5} {ℴ1, ℴ5} {ℴ2, ℴ4, ℴ5} {ℴ1, ℴ4} {ℴ3} {ℴ4, ℴ5} 

(for 𝜅 = 1) 𝒍𝟏𝟐 {ℴ3, ℴ5} {ℴ1, ℴ3, ℴ5} {ℴ3} {ℴ2, ℴ5} {ℴ2, ℴ4, ℴ5} {ℴ3} 

𝚪̈𝟐
𝟑  𝒍𝟏𝟏 {ℴ3} {ℴ2, ℴ4, ℴ5} {ℴ1, ℴ2, ℴ5} {ℴ1, ℴ4, ℴ5} {ℴ1 , ℴ4, ℴ5} {ℴ3, ℴ5} 

(for 𝜅 = 2) 𝒍𝟏𝟐 {ℴ2, ℴ4, ℴ5} {ℴ1, ℴ5} {ℴ1, ℴ2} {ℴ3, ℴ4} {ℴ1, ℴ5} {ℴ3, ℴ5} 

𝚪̈𝟑
𝟑 𝒍𝟏𝟏 {ℴ1, ℴ3} {ℴ2} {ℴ1, ℴ4, ℴ5} {ℴ1} {ℴ1 , ℴ3, ℴ5} {ℴ3, ℴ4} 

(for 𝜅 = 3) 𝒍𝟏𝟐 {ℴ4, ℴ5} {ℴ1, ℴ4, ℴ5} {ℴ4} {ℴ2, ℴ5} {ℴ3, ℴ4} {ℴ4} 
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