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ABSTRACT: Autonomous vehicles are one of the increasingly widespread application areas in 

automotive technology. These vehicles show significant potential in improving transportation 

systems, with their ability to communicate, coordinate and drive autonomously. These vehicles, 

which move from source to destination without human intervention, appear to be a solution to various 

problems caused by people in traffic, such as accidents and traffic jams. Traffic accidents and traffic 

jams are largely due to driver faults and non-compliance with traffic rules. For this reason, it is 

predicted that integrating artificial intelligence (AI)-based systems into autonomous vehicles will be 

a solution to such situations, which are seen as a problem in social life. Looking at the literature, 

VGGNet, ResNet50, MobileNetV2, NASNetMobile, Feed Forward Neural Networks, Recurrent 

Neural Networks, Long-Short Term Memory, and Gate Recurrent Units It is seen that deep learning 

models such as these are widely used in traffic sign classification studies. Unlike previous studies, in 

this study, a deep learning application was made for the detection of traffic signs and markers using 

an open-source data set and models of YOLOv5 versions. The original data set was prepared and 

used in the study. Labeling of this data set in accordance with different AI models has been completed. 

In the developed CNN models, the training process of the data set containing 15 different traffic sign 

classes was carried out. The results of these models were systematically compared, and optimum 

performance values were obtained from the models with hyper parameter changes. Real-time 

application was made using the YOLOv5s model. As a result, a success rate of 98-99% was achieved. 
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1. INTRODUCTION

The growth in total number of vehicles in the world has increased exponentially over the last

ten years. Population growth in the world causes increased traffic density, increasingly congested 

roads, transportation problems, air pollution, accidents with injury or loss of life (Jain et al., 2018). 

These events are undesirable but important consequences of modern transportation systems (Satria 

and Castro, 2016). The approach of existing rules and regulations to prevent traffic accidents is often 

not effective enough. Raising awareness, strict enforcement of traffic rules, and scientific engineering 

measures are seen as the needs of the society to prevent this public health problem (Gopalakrishnan, 

2012). These reasons necessitate the optimization of the traffic network to meet the transportation 

needs of the city (Dorokhin et al., 2020). 

The adoption of autonomous vehicle technology is known to have many benefits compared to 

conventional vehicles, such as higher reliability, better traffic flow, and reduction in traffic congestion 

(Fagnant et al., 2015). AI, the basis of autonomous vehicle technology, is a general term that can 

interact with the environment, aims to simulate human intelligence, and implies the use of a computer 

to model intelligent behavior with minimal human intervention (Glikson and Woolley, 2020). In other 

words, it is defined as the ability of a system to correctly interpret external data, learn from such data, 

and use these learnings to achieve specific goals and tasks through flexible adaptation (Kaplan and 

Haenlein, 2019). Due to the exponential increase in popularity and use of AI-based techniques in 

various applications over the past few years, there has been a thriving increase in the use of 

autonomous vehicles around the world (Miglani and Kumar, 2019). Thanks to this increase, it is 

expected that traditional vehicles will be replaced by smart vehicles that can decide on their own and 

perform driving tasks in the near future. (Kulkarni et al., 2018). These vehicles, which move to a 

specific destination without human intervention, emerge as solutions to various problems such as 

accidents and traffic jams (Sarkar et al., 2018; Rajabli et al., 2020). Deep learning-based detection of 

traffic signs, which have an important place in the regulation of traffic flow, plays a key role in the 

decision mechanism of autonomous cars. Therefore, it is predicted that integrating deep learning-

based systems into autonomous vehicles will be a solution to the problems seen in social life. In the 

studies to be carried out for this purpose, image processing-based leather learning applications come 

to the fore. Image processing is a method of performing some operations on an image to obtain an 

enhanced image or extract useful information from it. It is a type of signal processing where the input 

is an image, and the output can be an image or features associated with that image (Kour et al., 2012; 

Wiley and Lucas, 2018; Bayram, 2020). In the field of image processing, feature and feature 

determination operations play a very important role. Before the features are obtained, binarization, 

thresholding, resizing, normalization, etc. are performed on the sampled image. Various image 

preprocessing techniques are performed. Then, feature extraction techniques are applied to obtain 

features that will be useful in classification and recognition of images. (Kumar and Bhatia, 2014). 

Autonomous decision support systems that provide enhanced image recognition performance can be 

developed by using the data obtained by image processing techniques as training data in various deep 

learning algorithms (Guo et al., 2016; Zhou et al., 2019; Khan et al., 2018; Hasan et al., 2020; Shrestha 

et al., 2019; Sampedro et al., 2017; Zhao et al., 2019; Huval et al., 2015; Kulkarni et al., 2018; Miglani 

et al., 2019; Eraqi et al., 2017). 

Lim et al. proposed a method that uses real-time traffic sign detection based on GPGPU 

(General-Purpose Graphics Processing Unit) and performs zone detection and recognition using a 
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hierarchical model. This method produces stable results in low-illumination environments. It 

performed both detection and hierarchical recognition in real-time, and the proposed method reached 

an F1 score of 0.97 in the aggregated data set. (Lim et al., 2017). Çetin and Ortataş have created 

different datasets of six signs related to traffic signs and markers used in Turkey. Trained the model 

with the Haarcascade machine learning algorithm and tested the training data by simulating the 

behavior of the autonomous vehicle on the track. (Cetin and Ortatas, 2021). Palandz and Bayrakçı 

trained using the data set consisting of 4000 traffic signposts, ResNet50, MobileNetV2, and 

NASNetMobile models. They achieved an accuracy of 97.62% in the ResNet50 model, 97.8% in the 

MobileNetV2 model, and 98.56% in the NASNetMobile model. (Palandiz and Bayrakçı, 2021). 

Swaminathan et al. performed image recognition application for the detection of traffic signs using 

Convolutional Neural Network (CNN). They tried to design a system that could respond in real-time 

with an Arduino-controlled autonomous car. To examine the performance of this road sign 

recognition system, they conducted various experiments using the Belgian Traffic Signs dataset and 

achieved 83.7% accuracy with this approach (Swaminathan et al., 2019). 

In this study, the accuracy and execution time performances of different deep learning models 

in real-time were systematically compared on autonomous vehicles. The original data set of various 

traffic signs prepared by us was included in the study and examined more comprehensively. The data 

was systematically learned in current deep learning models such as YOLOv4, YOLOv4-tiny, 

YOLOv5s, YOLOv5m, YOLOv5x, Faster R-CNN, Mask R-CNN. In the classification process, it 

was seen that the YOLOv5x model performed better than other models. 

The rest of the work is organized as follows. In Chapter 2, the material and method part is given. 

In this section, general information about the dataset and models used is given. As a result of the 

different model trainings carried out in Chapter 3, the confusion matrix was examined, and the model 

efficiencies were compared. 4. Finally, the conclusion section is concluded by reporting the results 

of the most efficient model and talking about the general outlines of the study. 

 

2. MATERIALS AND METHODS 

The flow chart of the work carried out is presented in Figure 1. In the first stage, there is the 

process of preparing the data set containing the traffic signs, which will constitute an important part 

of the learning stage for different classes (Stop, Green Light, Park, etc.). The next step is to perform 

different label operations for the data set containing 26 different classes, for the deep learning models 

(YOLOv5s, YOLOv5m, YOLOv5x) to be used. The labeling process distinguishes itself in the form 

of rectangles, polygons, points, lines, etc. The reason for this distinction is that the desired output 

form from deep learning models is not the same. The training outputs may differ with applications 

such as masking, segmentation, and detection. For this reason, it is important to carry out labeling 

processes in accordance with the deep learning models that are desired to be used. The learning phase 

begins with the introduction of the data set, which has been labeled and made ready for the learning 

phase, to different deep learning models. Then there is a systematic comparison of the learning 

performances of the models. Among the models that are systematically compared, the best model is 

determined according to the output data. TensorRT technology is used to make this model compatible 

with the hardware. As a result of this process, it is aimed to test the model suitable for the hardware 

in real-time in the field and to report the results. 
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Figure 1. 1 Deep learning process for traffic sign classification 

 

In this study, the traffic sign images were taken in Afyonkarahisar province, and a data set 

containing 1249 traffic sign images in total was used. Video recording was taken in Afyonkarahisar 

province by using the camera placed on a standard road vehicle. A total of 1249 traffic sign images 

were obtained from this video recording and a data set was created. For the preprocessing, the outlier 

images and tags in the data set were separated, and then the labeling process was carried out on the 

“makesensei.ai” site. More than 5000+ labeling processes (Figure 9 in Appendix) were performed for 

26 different classes in 1249 images. 80% of this images data (1000 pieces of data) was used for model 

training (Figure 10 in Appendix), and the remaining 20% (249 pieces of data) was used in the testing 

phase. The distribution of the data set by classes is shown in Table 1 

Figure 2 shows an example CNN architecture. Convolutional neural networks are formed by 

the combination of certain layers. The CNN algorithm consists of layers such as pooling, convolution, 

full connection, and activation. The convolution layer is the main building block of the neural network 

architecture. It is responsible for detecting the features of the picture. This layer applies some filter 

operations to the image to extract the features found in the image. In this way, a new image is obtained 

by extracting essential features from the image. The activation layer is the layer where the activation 

function is applied. Activation functions determine how neuron outputs must undergo a change. There 

are various functions that can be used in the activation layer. Some of these are step, sigmoid, tanh, 

ReLU, softmax, softplus, swish, and hyperbolic functions. 

The pooling layer is generally preferred to reduce the size of the images. The size reduction 

process causes some information to be lost and, therefore to a decrease in performance. However, it 

prevents the model from memorizing and reduces the computational load. There are multiple 
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processes in the pooling layer. These are Minimum pooling, maximum pooling, and average pooling. 

Among these methods, it is observed that the maximum pooling process is preferred more frequently. 

Full link layers are usually found at the end of the convolutional neural network architecture and are 

used to optimize results such as class prediction. In this layer, each neuron is connected to the next 

neuron. 

 

Table 1. Distribution of data set by classes 

“Traffic Sign” “Train + Test Data” 

No Park Stopping 64 

50 Km/h  51 

30 Km/h  37 

70 Km/h  26 

Stop Give Way 57 

Main Road 45 

Stop 60 

Red Light 55 

Green Light 43 

Park 48 

80 Km/h  30 

60 Km/h  35 

Pedestrian Crossing 52 

Station 57 

40 Km/h  45 

No Entry 54 

Uneven Road 53 

Risk of Ice 34 

Bend to Right 44 

School Crossing 48 

Caution 59 

No Turn Right 38 

No Turn Left 36 

Side Road 44 

Level Crossing with Gate 37 

Bend to Left 27 

 

 
Figure 2. CNN Architecture 

 

One of the important factors affecting the processing performance of convolutional neural 

network layers is hyper parameters. These parameters are; data size, batch size, dropout, epoch, 

learning coefficient, etc. It is aimed controlling the sufficient and insufficient learning status of the 

model by changing these parameters. 
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The reason for using the YOLO algorithm is that while the YOLO algorithm operates with the 

one stage method, the other discussed algorithms operate with the Two Stage Method. For example, 

unlike the prediction filter applied by the R-CNN algorithm to the image data, the YOLO algorithm 

tries to predict all objects by passing the picture through the neural network at once. In other words, 

it treats the detection process as a single regression problem. The most prominent feature that 

distinguishes the YOLOv5 model, which was chosen in line with these features, from different deep 

learning models is PyTorch-based development and GPU (Graphics Processor Unit) support. Since 

the separation of CUDA cores is more problematic and inefficient by image processing libraries such 

as OpenCV, it has been selected with YOLOv5 to ensure that it works optimally on the mission 

computer, for example, NVIDIA Jetson Nano. The human eye can see an average of 18-25 FPS 

(Narang et al. 2015). For this reason, it is aimed to improve the situations where the human eye is 

inadequate by choosing better hardware (Jetson Nano / 28 FPS) than the performance of the human 

eye. 

Figure 3 shows the comparison of different YOLO models according to GPU speeds and IoU 

(intersection over union) metrics (Web Site 1). The IoU measures the intersection between 2 

predictive values. It is used to measure how much the position of the predicted object coincides with 

the target position. When the graph in Figure 4 is examined according to these metrics, the GPU and 

IoU performances of the YOLOv5s, YOLOv5m, YOLOv5x models used for this study are seen. 

According to these results, it is seen that the YOLOv5m model gives better results than other models. 

 

 
Figure 3. YOLO model comparisons according to GPU Performances and IoU averages (Web Site 1) 

 

Deep learning models that provide learning produced outputs (F1 score, confusion matrix, 

accuracy value, etc.). According to these results, calculations are made on learning metrics, especially 

the confusion matrix and F1 score. Values are ranked according to their height status, and their 

comparisons are evaluated. 

The model weight file is formed as a result of the learning. The weight file contains the 

architecture of the model, the learning weights, etc. contains information. TensorRT technology aims 

to improve the model weight file by NVIDIA company with five optimization items such as 

calibration, layers and tensor fusion, automatic core tuning, dynamic tensor memory, and multi-

stream execution (parallel processing). The model weight file, which has evolved into a simpler and 

more efficient state for the hardware as a result of the optimization, is used for real-time tests. FPS 

results of the real-time tests are shown in Figure 11 in Appendix. 
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For real-time studies, operations are carried out on Jetson Nano hardware with TensorRT 

transformation of the model file. With the execution of the "Engine" extension TensorRT file, the 

model learning metrics are successful is expected to start the target recognition process. The tests are 

reported considering the high FPS value, which is one of the important criteria in the real-time test 

phase, and the extent to which the model has achieved the target during this period. LOGITECH C920 

HD Pro is used as camera hardware in real-time studies. The camera used provides a 30 FPS video 

recording feature with clear and detailed 1080p image clarity. The camera's 78° field of view and HD 

auto light correction were key factors in real-time testing. 

3. RESULTS AND DISCUSSION

When the output data of the YOLOv5m model, which provides learning, are examined, it is

seen that a success rate of 99.07% is achieved in the confusion matrix for 150 epochs and 16 batch 

sizes. When Figure 4 is examined, it is calculated that the f1 score value of the training is 0.97, taking 

into account the precision and recall values. The training results are presented graphically in Figure 

4. 

Figure 4. Confusion matrix, model results, and graphs for 150 epochs of the YOLOv5m model 
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Compared to the YOLOv5m model, the YOLOv5s model, which has a less complex structure, 

shows success of 98.65% when the confusion matrix is analyzed as a result of the learning performed 

for 150 epochs and 16 batch "size" values. It is calculated that the training f1 score value is 0.95 as a 

result of calculating precision and recall values when examined in figure 5. Graphs related to the 

learning parameters of the training are shown in Figure 5. 

 
Figure 5. Confusion matrix, model results, and graphs for 150 epochs of the YOLOv5s model 

 

In the YOLOv5x model, which has a more complex structure than the other YOLO models 

used, a success rate of 98.61% was achieved when the confusion matrix formed as a result of the 

training for 150 epochs and 16 batch sizes was examined. When Figure 6 is examined, it is calculated 

that the training f1 score value is 0.97 as a result of processing with precision and recall values. 

Graphics showing the training status of the train are shown in Figure 6. 
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Figure 6. Confusion matrix, model results, and graphs for 150 epochs of the YOLOv5x model 

 

In line with all these results, it has been determined that the YOLOv5m model is the model that 

gives the most optimum results when the test results and detection times are examined. Experimental 

studies were carried out in Microsoft Visual Studio Code environment on Intel (R) Core (TM) i7-

10700 CPU 2.90GHz, 128 GB RAM, NVIDIA GeForce RTX 3080 Graphics card. 

Examining the training results on the YOLOv5s, YOLOv5m, and YOLOv5x models, it was 

seen that the f1 score and confusion matrix results of the YOLOv5m model were higher than the 

others. When the YOLOv5s model results are compared with the YOLOv5m model, it is seen that 

the f1 score of the YOLOv5s model is lower by 0.02. However, YOLOv5s was preferred as the 

learning model in the real-time study. Considering the weight file size, training and detection time, 

and FPS (Frame Per Second) of the YOLOv5s model, it is seen that it has high-performance results 

compared to the YOLOv5m model. Although the learning results of the YOLOv5m model are higher, 

it has been decided that the YOLOv5s model is more suitable for real-time work. The YOLOv5s 

model has been tested in real-time on Jetson Nano and Raspberry Pi4B models. When tests were 

made for different image size values, it was seen that the best FPS values with acceptable accuracy 

were provided for 320x320 image size on both cards. As a result, for 320x320 image size, a maximum 
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of 8.2 FPS was obtained when using Jetson Nano and TensorRT conversion, and a maximum of 28.1 

FPS after TensorRT conversion. As a result of the studies on Raspberry Pi4B 4GB and Raspberry 

Pi4B 8GB models, it has been seen that the 4GB model gives 0.5 FPS, and the 8GB model gives a 

maximum of 2.1 FPS for 320 image size. When the real-time test phases were completed, processing 

on the Jetson Nano mission computer was determined to be suitable in terms of model efficiency, 

detection time, and accuracy. The steps of the implementation and decision process are shown in the 

flow chart in Figure 7. 

 

 
Figure 7. Models and Tested image size values 

 

In Table 2, a comparison of the prominent studies on the classification of traffic markers with 

deep learning algorithms and the presented study is given. As can be seen from the table, using 

different CNN models, Lim et al. obtained an F1 score of 0.97. Çetin et al. developed models with a 

sensitivity of 0.97, and Paladiz et al. developed a sensitivity of 0.83. However, in the presented study, 

a sensitivity of 0.98 was achieved by using the YOLOv5s model, unlike the previous studies. 

 

Table 2. Comparison of existing studies and presented study 

 
YOLOv5s 

Model 

YOLOv5m 

Model 

YOLOv5x 

Model 
F1 Score Accuracy 

Raspberry 

Pİ4B FPS 

Jetson 

Nano FPS 

Lim et al. × × × 0.97 × × × 

Çetin et al. × × × × 0.97 × × 

Palandız et al. × × × × 0.83 × × 

This paper  ✓ ✓ ✓ 

0.97  

(YOLOv5m) 

0.99 

(YOLOv5m) 
1.5 23.3 

0.95 

 (YOLOv5s) 

0.98 

(YOLOv5s) 
2.1 28.2 

 

The outputs showing the training status of the model as a result of the determination made on 

the test class in the training dataset are presented in Figure 8. The “Stop” class of the model is 98%, 

the “Stop Parking Forbidden” class is 99%, the “Sharp Corner to the Left” class is 98%, the “Rough 

Road” class is 98%, the “Give Way” class is 98%, the “No Entry” class is 98%, It is seen that it 

detects the "Stop" class with an accuracy of 99%, the "Hidden Icing" class with an accuracy of 98%, 
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the "Pedestrian Crossing" class with 98%, and the "Controlled Railway" class with an accuracy of 

98%. One of the important criteria not included in other studies is the Frame Per Second (FPS) value. 

When the model obtained as a result of the training is used with Raspberry Pi4B, it reaches 2.1 FPS, 

while 28.2 FPS values can be reached with Jetson Nano. 

 

 
Figure 8. Test results showing the learning status of the model 

 

4. CONCLUSION 

In this study, using different YOLOv5 deep learning models, a data set containing 26 different 

traffic sign images were trained. There are 1249 image data in total in the prepared data set 

(Repistority: https://drive.google.com/file/d/1oHkNKT9KZrLrtGcCj7pnjbTd5NkJJXzJ/view?usp=sharing). 

80% of this data (1000 pieces of data) was used for model training, and the remaining 20% (249 

pieces of data) was used in the testing phase. The best results were obtained in the YOLOv5m model 

in computer studies. Accordingly, the f1 score of the developed model is 97%. However, when real-

time testing was performed using YOLOv5m, 1.5 and 23.3 FPS values were obtained on Raspberry 

PI4B and Jetson Nano, respectively. On the other hand, the f1 score of the YOLOv5s model was 

calculated as 95%. However, when real-time testing was performed with YOLOv5s, 2.1 and 28.2 

FPS values were captured on Raspberry PI4B and Jetson Nano, respectively. For this reason, although 

the f1 score of the YOLOv5m model is higher, it is more appropriate to prefer the YOLOv5s model 
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in real-time study. It is thought that these success rates obtained with computer technologies will help 

the traffic movements of autonomous vehicles in detecting traffic sign images with the help of deep 

learning models. 

In addition to this study, adding new images with different backgrounds and angles to the 

classes in the dataset will help to increase the training and detection rate. Testing the models in real-

time on different hardware will be more efficient in terms of the applicability of the study and testing 

the model efficiency. 
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Figure 9. Labelling example 

 

 
Figure 10. YOLOv5 model training screenshot 
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Figure 11. YOLOv5s real-time FPS tests 


